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ABSTRACT

The integration of artificial intelligence (Al) into healthcare has triggered
profound debates in bioethics and medical law. Traditionally, informed
consent has operated as a protective doctrine designed to safeguard patient
autonomy and dignity. It ensures that individuals exercise agency over their
bodies and treatment by requiring disclosure, comprehension, and voluntary
decision-making. Yet the rapid adoption of Al has disrupted this doctrine by
introducing algorithmic opacity, data stewardship challenges, and
uncertainties around accountability.!

This paper investigates whether informed consent in Al-driven healthcare
should be treated merely as a legal requirement, imposed through statutes
such as the EU’s Al Act or India’s Digital Personal Data Protection Act
(2023), or as an ethical choice that clinicians and developers must actively
embrace to preserve trust and fairness. 2Through historical, comparative, and
practical analysis, the study argues that law provides the baseline for
informed consent, but ethics demands more. Informed consent in Al should
not be reduced to a bureaucratic exercise but must evolve into a continuous
dialogue that balances innovation with patient rights.
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“Even without explicit regulation, disclosure of Al use safeguards trust and shields against

claims of inadequate informed consent.”
- Medical Al ethics commentary
Introduction

Artificial intelligence (AI) represents one of the most transformative forces in modern
healthcare. From diagnostic radiology to genomic medicine and hospital resource allocation,
Al systems promise efficiency, precision, and personalization. Machine learning algorithms are
now capable of detecting cancers, predicting patient deterioration, and supporting surgeons
with robotic assistance. These capabilities create new opportunities to improve outcomes and

reduce costs, but they also challenge the traditional frameworks of medical law and ethics. 3

The central doctrine that comes under scrutiny is informed consent. Defined as a patient’s right
to make autonomous choices about their treatment, informed consent rests on three pillars: (1)
disclosure of information by the clinician, (2) comprehension by the patient, and (3) voluntary
decision-making free of coercion. Courts and ethical guidelines worldwide have repeatedly

emphasized that informed consent is not merely a procedural requirement but a moral duty. *

However, Al complicates this dynamic. Many Al systems function as 'black boxes,' generating
recommendations through complex algorithms that neither patients nor clinicians can easily
interpret. If a doctor cannot explain how an Al system reached its output, disclosure is limited
and patient comprehension is undermined. Further, Al systems rely heavily on massive
datasets, raising concerns about whether patients consented to the secondary use of their health

data.

Legal frameworks have begun to respond. The European Union’s proposed Al Act categorizes
healthcare Al as 'high-risk' and mandates transparency, oversight, and accountability. The
General Data Protection Regulation (GDPR) requires explicit, informed consent for data
processing, while in India, the Digital Personal Data Protection Act (2023) has emphasized the

centrality of consent in protecting personal information. ® These laws provide safeguards, but

3 Schloendorff Soc’y of N.Y. Hosp., 105 N.E. 92 (N.Y. 1914).

4 Samira Kohli v. Dr. Prabha Manchanda, (2008) 2 SCC 1 (India).
5 Dr. Balram Prasad v. Dr. Kunal Saha, (2013) 14 SCC 759 (India).
¢ Regulation (EU) 2016/679 (General Data Protection Regulation).
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they often fall short of addressing the ethical imperative of trust, fairness, and shared decision-

making.

This paper asks whether informed consent in Al systems is to be treated as a legal
requirement—satisfied through compliance with regulations—or as an ethical choice that
demands deeper engagement. It argues that while legal frameworks establish a necessary floor,
ethics demands a higher ceiling. Through historical analysis, examination of AI’s role in
healthcare, ethical evaluation, and comparative study of regulatory landscapes, this paper seeks

to answer whether informed consent in Al systems is merely law’s demand or ethics’ choice.
Historical Foundations of Informed Consent

The historical evolution of informed consent reveals its gradual shift from a paternalistic
practice to one anchored in patient autonomy. In *Schloendorff v. Society of New York
Hospital* (1914), Justice Benjamin Cardozo famously declared that “every human being of
adult years and sound mind has a right to determine what shall be done with his own body.” ’

This recognition transformed consent from mere etiquette into a legal entitlement.

Following World War II, the Nuremberg Code of 1947 declared voluntary consent to be
“absolutely essential,” establishing autonomy as a universal principle. 8Later, the Belmont
Report of 1979 grounded informed consent in the principles of respect for persons, beneficence,

and justice, while the Declaration of Helsinki reinforced its global application. °

In India, the Supreme Court in *Samira Kohli v. Dr. Prabha Manchanda* (2008) underscored
that valid consent requires disclosure of the nature of treatment, alternatives, risks, and
consequences of refusal. [10] Similarly, in *Dr. Balram Prasad v. Dr. Kunal Saha* (2013),
issues of negligence and disclosure highlighted the legal weight of informed consent in clinical

practice.

Together, these milestones show that informed consent historically evolved from an ethical
aspiration to a legal mandate. AI now unsettles this trajectory by introducing opacity and

shifting accountability.

7 The Nuremberg Code, Trials of War Criminals Before the Nuremberg Military Tribunals, Vol. 2 (1949).
8 Declaration of Helsinki, World Medical Association (2013).
9 Canterbury v. Spence, 464 F.2d 772 (D.C. Cir. 1972).
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Al in Healthcare: Opportunities and Challenges!”

Al technologies have proliferated across nearly all fields of healthcare. In radiology, Al can
detect tumors with accuracy rivalling trained specialists. In ophthalmology, it identifies diabetic
retinopathy and other retinal conditions. In predictive analytics, Al forecasts patient
readmissions and deterioration, allowing for preemptive interventions. Personalized medicine

uses Al to design treatments based on genomic data. !!

Despite these advances, Al creates hurdles for informed consent. The opacity of 'black box'
algorithms prevents clinicians from adequately explaining recommendations to patients. Bias
remains a critical issue: dermatology Al models trained predominantly on lighter skin tones

12 Patients also face

underperform on darker tones, threatening the principle of justice.
uncertainty around data stewardship, with medical records often repurposed for secondary uses

such as commercial algorithm training without explicit consent. '?
Ethical Dimensions of Informed Consent with AI

The ethical essence of informed consent lies in respecting autonomy. If patients cannot
understand the reasoning behind Al-generated recommendations, their autonomy is
compromised. Transparency, therefore, must go beyond legal disclosure to involve meaningful

explanation of capabilities, risks, and limitations. '#

Beneficence and non-maleficence require developers and clinicians to minimize risks of bias
and harm rather than merely disclose them. Justice requires equitable access and unbiased
outcomes across diverse populations. Trust, the foundation of the doctor-patient relationship,

risks erosion if patients perceive Al as imposed without adequate explanation or choice. '3

Thus, while law mandates the minimum through regulation and documentation, ethics demands

the maximum by ensuring fairness, accountability, and respect for human dignity.

19 Moore v. Regents of Univ. of Cal., 793 P.2d 479 (Cal. 1990).

! Montgomery v. Lanarkshire Health Bd., [2015] UKSC 11.

12 Julia Powles & Hal Hodson, Google DeepMind and Healthcare in an Age of Algorithms, 7 Health & Tech.
351 (2017).

13 Roxana Daneshjou et al., Lack of Transparency and Potential Bias in Artificial Intelligence Systems for Skin
Cancer Detection, 163 JAMA Dermatology 1063 (2019).

14 Commission Proposal for a Regulation Laying Down Harmonised Rules on Artificial Intelligence (Artificial
Intelligence Act), COM (2021) 206 final.

15 Digital Personal Data Protection Act, 2023 (India).
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Legal and Regulatory Landscape

The rise of Al in healthcare has compelled legislatures and regulatory bodies around the world
to revisit the doctrines of consent, privacy, and accountability. In the European Union, the
proposed Artificial Intelligence Act (2021) is a pioneering legislative framework that explicitly
classifies medical Al systems as 'high-risk.' This classification entails stringent requirements
such as transparency, traceability, human oversight, and risk management obligations. '®The
Act acknowledges that Al decisions can profoundly affect human rights, and thus emphasizes
that informed consent processes must reflect the unique challenges of algorithmic decision-

making.

The EU’s General Data Protection Regulation (GDPR) further reinforces the importance of
consent in data-driven technologies. Article 4 of the GDPR defines consent as 'any freely given,
specific, informed and unambiguous indication of the data subject’s wishes." In the context of
Al, this means that patients must not only agree to the use of their data but also understand the
purposes and potential consequences of its processing. GDPR also enshrines the 'right to
explanation' under Article 22, which grants individuals a right not to be subject solely to

automated decisions without meaningful human involvement. !’

In the United States, regulatory oversight of Al in healthcare has primarily been exercised by
the Food and Drug Administration (FDA). The FDA has approved several Al-based devices
under its Software as a Medical Device (SaMD) framework, requiring evidence of safety and
effectiveness. However, informed consent in the U.S. remains largely guided by case law, such
as *Canterbury v. Spence* (1972), which required physicians to disclose risks that a reasonable
patient would find material. Similarly, *Moore v. Regents of the University of California*

(1990) underscored patients’ rights over the use of their biological materials. '3

The UK’s jurisprudence has been shaped by *Montgomery v. Lanarkshire Health Board*
(2015), in which the Supreme Court held that doctors must disclose all risks that a reasonable

person in the patient’s position would find significant. This standard shifted the test for consent

16 Brent Mittelstadt, Principles Alone Cannot Guarantee Ethical A, | NATURE MACHINE INTELLIGENCE
501 (2019)

17 Luciano Floridi & Josh Cowls, A Unified Framework of Five Principles for Al in Society, 5 HARV. DATA
SCI. REV. (2019).

18 Sonia Suter, Informed Consent for Al in Healthcare, 23 YALE J. HEALTH POL’Y L. & ETHICS 1 (2021).
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from a physician-centered model to a patient-centered one. "With the increasing role of Al in
diagnostics and treatment, this precedent implies that clinicians must also disclose material

facts about Al systems, including their limitations and potential biases.

In India, informed consent law is still developing. The landmark case *Samira Kohli v. Dr.
Prabha Manchanda* (2008) established that consent must be real and valid, requiring
disclosure of nature, risks, alternatives, and consequences. The Digital Personal Data
Protection Act (DPDP Act) of 2023 strengthens the role of consent in personal data processing,
emphasizing that consent must be free, informed, specific, and capable of withdrawal.
20Although the DPDP Act does not specifically address Al its provisions apply directly to the

datasets that fuel Al systems, thereby indirectly regulating the consent process.

Other jurisdictions are also moving rapidly. Japan emphasizes physician responsibility in
explaining Al recommendations to patients. Canada and Australia increasingly align with EU
principles, requiring both transparency and accountability in Al-enabled healthcare. These
comparative developments highlight a global convergence toward recognizing informed

consent not only as a legal requirement but also as a safeguard for human dignity.
Practical Challenges in Obtaining Informed Consent with Al

Despite evolving legal frameworks, significant practical challenges remain in obtaining
meaningful informed consent in Al-driven healthcare. First, the complexity of Al systems
makes it difficult for clinicians to explain their workings to patients. The average patient is
unlikely to grasp the nuances of deep learning, algorithmic bias, or statistical validation, and
most clinicians themselves may lack the technical expertise. 2! This creates a knowledge gap

that undermines the very purpose of disclosure.

Second, patients often suffer from 'consent fatigue.' With repeated requests for permission to

share data across apps, hospital portals, and insurance systems, patients may mechanically click

19 Roger Brownsword, Informed Consent in the Algorithmic Age, 27 MED. L. REV. 381 (2019).

20 DIGITAL PERSONAL DATA PROTECTION ACT, 2023 (India).

2 Lawrence O. Gostin & James G. Hodge Jr., The “Right to Know” Versus the “Right to Privacy”: Ethical and
Legal Dilemmas in the Genetic Era, 23 J. L. MED. & ETHICS 277 (1995).
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‘agree’ without genuine understanding. This problem is exacerbated in healthcare, where

decisions carry life-or-death consequences. 22

Third, cultural and linguistic diversity complicates the consent process. In multilingual
societies like India, explaining Al-assisted procedures in terms patients can understand requires
careful adaptation. Similarly, disparities in literacy levels raise concerns about whether consent

can truly be considered informed. 2

Fourth, accountability is fragmented. Developers design Al systems, hospitals procure them,
clinicians deploy them, and patients are affected by them. Who bears the responsibility to
explain the Al system’s limitations—the developer, the institution, or the doctor? Without clear

allocation of duties, patients risk falling through the cracks.?*

Finally, informed consent is often treated as a one-time signature rather than a continuous
process. Al systems are dynamic, updating with new datasets and altering their outputs over
time. Patients rarely receive updates or opportunities to re-evaluate their consent, undermining

the principle of ongoing autonomy. 2°
Case Studies

Case studies provide concrete illustrations of how informed consent is strained when artificial
intelligence enters the healthcare domain. The following expanded examples highlight the

ethical, legal, and technical dilemmas across diverse global contexts.

1. DeepMind—-NHS Controversy: In 2016, London’s Royal Free Hospital transferred 1.6
million patient records to Google DeepMind without patient notification. While the intent was
to develop an acute kidney injury predictor, patients felt betrayed when the partnership surfaced
publicly. The Information Commissioner’s Office ruled that the data transfer failed to meet

transparency requirements, sparking national debate. ¢

22 Tan Kerr, Prediction, Pre-emption, Presumption: The Path of Law After the Computational Turn, in PRIVACY,
DUE PROCESS AND THE COMPUTATIONAL TURN 91 (2012).

23 Karen Yeung, A Study of the Implications of Advanced Digital Technologies (Including Al Systems) for the
Concept of Responsibility Within a Human Rights Framework (Council of Europe, 2019).

24 WHO, Ethics and Governance of Artificial Intelligence for Health (2021).

25 Amitai Etzioni, The Ethics of Privacy in the Information Age, 65 BUS. & SOC’Y REV. 59 (2000).

26 Jack Stilgoe, Who’s Driving Innovation? New Technologies and the Collaborative State (2013).
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2. IBM Watson Health: Watson for Oncology promised revolutionary Al-driven treatment
guidance. Yet clinicians reported unsafe or impractical recommendations. Patients were rarely
told Al was part of their treatment decisions, raising ethical concerns about hidden

experimentation. 2’

3. Predictive Analytics in U.S. Hospitals: Predictive sepsis models are used widely, yet patients
remain unaware. The opacity of algorithmic alerts undermines patient autonomy, as consent

forms never disclose algorithmic involvement. 28

4. Telemedicine in India: Consent for Al-enabled telemedicine is often obtained through
lengthy, unreadable clickwrap agreements. Low literacy and linguistic diversity make truly

informed consent elusive. 2°

5. Dermatology Al Bias: Algorithms trained on lighter skin tones fail on darker skin, raising
equity concerns. Patients of color are not adequately informed of these limitations, rendering

their consent ethically deficient. 3°

6. Radiology AI: Al pre-screens CT and MRI scans before radiologist review, but patients are

rarely informed. Though accuracy rates are high, lack of disclosure compromises autonomy. 3!

7. Mental Health Chatbots: Conversational Al tools are marketed as mental health support, but
many users assume they are interacting with trained professionals. Vulnerable groups are

especially at risk without clear disclosure. 32

8. Cambridge Analytica and Health Data: Although primarily a political scandal, the
Cambridge Analytica case revealed how personal data, including health-related inferences,

could be exploited without consent. The case underscores how health data are at risk even

27 Casey Ross & Ike Swetlitz, IBM’s Watson Supercomputer Recommended ‘Unsafe and Incorrect” Cancer
Treatments, STAT NEWS (2018).

28 Solon Barocas & Andrew D. Selbst, Big Data’s Disparate Impact, 104 CALIF. L. REV. 671 (2016).

29 Solon Barocas & Andrew D. Selbst, Big Data’s Disparate Impact, 104 CALIF. L. REV. 671 (2016).

30 Mona G. Flores et al., Bias in Dermatology Al: The Need for Inclusive Training Data, 34 NATURE MEDICINE
1234 (2020).

31 Sarah A. Hosny et al., Artificial Intelligence in Radiology: Current Applications and Future Directions, 389
LANCET 131 (2018).

32 John Torous & Jennifer Keshavan, Assessing the Role of Artificial Intelligence in Mental Health, 6 LANCET
PSYCHIATRY 644 (2019).
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outside traditional clinical settings. 3

9. COVID-19 Contact Tracing Apps: During the pandemic, several governments deployed Al-
driven apps. Consent was often rushed or implied, raising concerns about surveillance creep

beyond public health emergencies. 3

10. AT in Genomics and Personalized Medicine: Al is now integral to genomic research, but

the complexity of secondary uses makes obtaining specific, informed consent challenging. 3

11. AI in Clinical Trials: Adaptive trial designs increasingly rely on Al. Patients may not

understand how algorithms alter study protocols dynamically, complicating consent. 3¢

Figure 1: Estimated populations affected in major Al healthcare consent controversies.

1e6 Case Studies: Estimated Impact of Al Consent Challenges
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Aspect EU AT Act GDPR India DPDP Act
2023

3 Carole Cadwalladr & Emma Graham-Harrison, Revealed: 50 Million Facebook Profiles Harvested for
Cambridge Analytica, THE GUARDIAN (2018).

34 European Data Protection Board, Guidelines 04/2020 on the Use of Location Data and Contact Tracing Tools
in the Context of the COVID-19 Outbreak (2020).

35 Bartha Maria Knoppers, Genomic Data Sharing: Making it Work, 548 NATURE 219 (2017).

36 I. Rahman et al., The Role of Artificial Intelligence in Clinical Trials, 9 NPJ DIG. MED. 1 (2022).
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Scope Classifies healthcare | Covers all personal | Covers digital
Al as 'high risk’ data processing personal data in
India
Consent Standard Requires Consent must be | Consent must be
transparency and | explicit, informed, | free, informed,
human oversight revocable specific, revocable

Patient Rights

Right to know Al
involvement;

oversight required

Right to explanation
of automated

decisions

Right to withdraw
consent; data

fiduciary duties

Figure 2: Relative strength of consent protections under EU AI Act, GDPR, and India’s
DPDP Act.

Comparison of Consent Standards in Key Frameworks

Consent Protection Strength (1-10)

EU Al Act

Breakdown of Consent Challenges

GDPR

India DPDP

The following pie chart illustrates the relative contribution of different categories of consent

challenges in Al-driven healthcare. Algorithmic opacity accounts for the largest share, followed

by data misuse, accountability gaps, bias, consent fatigue, and training limitations.
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Distribution of Informed Consent Challenges in Al Healthcare

Accountability Gaps (15%) Clinician Training Gaps (10%)

Consent Fatigue

: Opacity (30%) Bias & Fairne

Data Misuse & Privacy (20%)

Figure 3: Distribution of informed consent challenges in Al healthcare, showing
proportional contributions of opacity, privacy risks, bias, consent fatigue, training gaps,

and accountability gaps.
Proposed Solutions and Best Practices

The inadequacy of traditional consent models in the Al era demands innovative solutions.

Expanded strategies include technical, institutional, and regulatory reforms.

1. Explainable Al: Algorithms must generate interpretable explanations with user-friendly

visualization tools. 37

2. Layered Consent: Information should be structured hierarchically, offering summaries and

technical annexes. 3%

3. Digital Consent Platforms: Interactive apps and multimedia improve comprehension and

engagement. *°

37 Finale Doshi-Velez & Been Kim, Towards a Rigorous Science of Interpretable Machine Learning,
ARXIV:1702.08608 (2017).

38 Lilian Edwards & Michael Veale, Slave to the Algorithm?, 16 DUKE L. & TECH. REV. 18 (2017).

39 E. Henshall et al., Improving Patient Recall and Understanding of Informed Consent Through Multimedia
Interventions: A Systematic Review, 101 PATIENT EDUC. & COUNSEL. 1852 (2018).
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4. Clinician Training: Doctors must be trained to interpret AI and communicate its risks.
5. Continuous Consent: Patients must reaffirm consent as Al evolves.*!

6. Shared Accountability: Hospitals, developers, and regulators must share consent

responsibilities. 42
7. Public Engagement: Advisory boards and citizen juries should shape Al policy. 43
8. Independent Audits: Regular third-party audits can evaluate transparency and bias. **

9. Transparency Dashboards: Patients should access dashboards showing when Al was used in

care. ¥

10. Blockchain for Consent: Distributed ledgers can ensure immutable audit trails of consent.*®

11. Differential Privacy: Al systems must incorporate privacy-preserving mechanisms. 4’

12. Gamification of Consent: Interactive, game-like experiences can make patients engage with

information. 4%

13. International Harmonization: Global guidelines by WHO and OECD can align local

practices. ¥
The Future of Informed Consent in Al

The future of informed consent in artificial intelligence (Al)-driven healthcare cannot be
confined to static models. It must evolve into a dynamic, relational process that accommodates

the technological complexity, cultural diversity, and global reach of Al systems. Unlike

40J. Char et al., Implementing Machine Learning in Health Care, 378 NEW ENG. J. MED. 981 (2018).

4! David Leslie, Understanding Artificial Intelligence Ethics and Safety, Alan Turing Institute Report (2020).
42 Cary Coglianese & David Lehr, Regulating by Robot, 105 GEO. L.J. 1147 (2017).

43 Jathan Sadowski, When Data is Capital, 6 BIG DATA & SOC’Y 1 (2019).

4 Algorithmic Accountability Act of 2022, H.R. 6580, 117th Cong. (U.S.).

45 World Health Organization, Ethics and Governance of Artificial Intelligence for Health (2021).

46 7. Zheng et al., Blockchain Challenges and Opportunities: A Survey, 10 INT’L J. WEB GRID SERVS. 354
(2019).

47 Cynthia Dwork, Differential Privacy, 33 ICALP 1 (2006).

48 J. Sugarman, Using Gamification to Improve Informed Consent, 20 ETHICS & HUM. RES. 13 (2018).

49 J. Sugarman, Using Gamification to Improve Informed Consent, 20 ETHICS & HUM. RES. 13 (2018).
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traditional consent, which is a one-time event, Al consent must be continuous, adaptive, and

context-specific.

Dynamic Consent: One of the most promising innovations is the concept of dynamic consent,
where patients can revisit, reaffirm, or withdraw their consent as systems evolve. For example,
when an Al diagnostic model is retrained with new datasets, patients should be notified and

given the chance to reconfirm their agreement.

Meta-Consent: Another important development is meta-consent, which uses Al itself to help
patients understand Al. Interactive digital assistants could explain how an algorithm works, its
limitations, and its risks, adapting explanations to a patient’s literacy level and language

preference.

Cultural Adaptations: Consent processes must be tailored for diverse societies. In multilingual
countries like India, Africa, or Latin America, text-heavy legal consent forms are inadequate.

Instead, visual, oral, and digital storytelling approaches may better convey risks and rights.

Tech-Enabled Consent: New technologies such as blockchain, gamified applications, and
mobile dashboards offer innovative ways to improve transparency. Blockchain can ensure
immutable records of consent, while gamification can encourage patients to actively engage
with the consent process. Mobile dashboards could notify patients when Al has been used in

their diagnosis or treatment, providing real-time transparency.

Global Harmonization: Al is borderless, yet consent standards remain fragmented. The
European Union emphasizes risk classification, the United States focuses on sector-specific
regulation, and India’s DPDP Act prioritizes revocability and specificity. Future governance
should harmonize these frameworks under WHO and OECD guidelines, ensuring cross-border

protections.

Ethics of Future Al: As generative Al tools and emotional Al enter healthcare, consent must
also expand to include emotional safety, bias detection, and accountability. Mental health apps
powered by generative Al may blur the line between human empathy and machine responses,

creating new consent frontiers.
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Figure 4: Key priorities for the future of Al informed consent, ranked by importance.

Al Consent Future Priorities

Priority (1-10)

Informed consent in Al healthcare is more than a procedural requirement—it is the ethical
foundation of trust. The expanded case studies illustrate how lapses in transparency—whether
in data sharing, algorithmic bias, or opaque decision-making—undermine autonomy. They
remind us that consent is not a checkbox but a dialogue between patients, clinicians, and

developers.

Law versus Ethics: Legal frameworks like the EU Al Act, GDPR, and DPDP Act provide a
baseline, ensuring disclosure, revocability, and oversight. Yet law alone cannot anticipate the
cultural, psychological, and technological dimensions of Al consent. Ethics must push beyond

minimum standards, embracing fairness, inclusivity, and contextual sensitivity.

Trust as Currency: In the digital age, trust is the currency of healthcare. Without trust, patients
may reject even the most accurate Al tools. Transparent communication, participatory

governance, and continuous consent are essential to sustaining this trust.

Interdisciplinary Collaboration: The complexity of AI demands input from law, medicine,
computer science, sociology, and patient advocacy groups. This collaboration can transform

consent from a bureaucratic hurdle into a meaningful exercise of autonomy.

A Social Contract: Informed consent in Al healthcare must be seen as a social contract—one
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that balances innovation with responsibility. Patients entrust their data and their health to

institutions; in return, they deserve transparency, accountability, and respect.

Call to Action: Policymakers should update consent laws, developers must design explainable
systems, and clinicians need training to bridge technical and human communication. Patients,

too, should be empowered with tools and knowledge to actively participate in their care.

Final Reflection: Al consent is not merely a legal requirement or an ethical aspiration—it is the
bridge between innovation and human dignity. The future of Al in healthcare depends not only

on the sophistication of algorithms but on the preservation of autonomy, fairness, and trust.

The Psychology of Consent: Trust, Fear, and Human Emotions in AI Healthcare

Informed consent in Al-driven healthcare is not simply a legal or ethical matter, but also a
deeply psychological one. Patients rarely experience consent as an abstract principle; rather, it
is lived as a moment of vulnerability, trust, and sometimes fear. Traditionally, patients have
trusted doctors to act as gatekeepers of their well-being, often signing consent forms without
reading them in detail. This reliance on relational trust means that when Al enters the clinic, it
complicates the traditional dynamics: who should the patient really trust—the doctor, the

algorithm, or the institution?

Fear of the unknown plays a major role in shaping patient attitudes. Al is often described as a
'black box," making decisions that even clinicians cannot always explain. For patients,
consenting to something they do not fully understand can generate anxiety, especially if the
technology is portrayed as infallible. This dynamic can create both overconfidence in AI’s

promises and heightened skepticism about its risks.

Consent fatigue further compounds the problem. In a digital healthcare environment where
patients are constantly prompted to sign or click 'I agree,' the very act of consenting loses
significance. Patients may sign not because they understand or agree, but because they feel
pressured or simply want to move forward with treatment. Such mechanical consent

undermines the ethical foundations of autonomy and transparency.

At the same time, patients often balance hope with skepticism. For example, Al systems
capable of detecting cancer earlier than human doctors inspire optimism. Yet patients are also

wary of how their personal data might be stored, shared, or monetized. This duality—hope for
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better health outcomes and fear of exploitation—creates an emotional tension that traditional

legal frameworks overlook.

Power dynamics are central to the psychology of consent. In many cases, patients defer to
authority, signing forms because they trust their doctors. But when doctors themselves defer to
algorithms, the chain of authority becomes blurred. Patients may wonder: who is ultimately

responsible for my care—the doctor interpreting the Al, or the Al guiding the doctor?

Cultural differences also shape the psychology of consent. In collectivist societies like India or
Japan, patients often involve families or communities in decisions, making consent a collective
rather than an individual act. In contrast, Western societies like the United States and much of
Europe emphasize individual autonomy. These cultural orientations affect not only how

patients understand consent, but also how they experience trust and responsibility.

Consent is also a moral commitment. By giving consent, patients are not merely agreeing to a
medical procedure—they are entrusting society with their dignity and data. This moral
dimension underscores why breaches of consent feel so profoundly violating: they betray not

only legal standards but also personal trust.

Ultimately, informed consent in Al healthcare must recognize that law and ethics alone are
insufficient. Psychological realities—trust, fear, fatigue, hope, and cultural orientation—must
be accounted for. Any consent model that ignores these emotional factors risks failing in

practice, no matter how robust it appears on paper.

Conclusion

Informed consent in the age of artificial intelligence cannot be reduced to a signature on a form,
nor to the mechanical act of clicking 'T agree.' It represents the culmination of decades of ethical
struggle, beginning with the Nuremberg Code, which responded to the atrocities of
experimentation without consent, and continuing with the Belmont Report, which enshrined
autonomy, beneficence, and justice as guiding principles for research and medical care. Today,
as artificial intelligence permeates healthcare, consent has become not just a procedural step

but the fulcrum on which the legitimacy of modern medicine balances.

The essence of informed consent is not merely about providing information but about creating

understanding. Al complicates this duty because its operations are often opaque, even to those
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who design it. When clinicians cannot fully explain how an algorithm reached a decision, and
patients cannot meaningfully grasp the logic, the very premise of informed consent appears to
wobble. But it is precisely here that its importance is magnified: informed consent becomes a
compass guiding us through uncertainty, ensuring that even in the presence of opacity, patients

are treated as subjects of dignity, not objects of experimentation.

Consent is also about power. In traditional clinical contexts, power already tilts toward the
physician, who interprets information and recommends treatments. Al introduces new actors—
corporations, data brokers, and algorithmic developers—into the clinical relationship. This
redistribution of authority demands a reconceptualization of consent as a tool for rebalancing
power. When patients are asked for their consent, they are not just granting permission; they
are reclaiming their agency in a landscape increasingly dominated by unseen technological

forces.

This dynamic is particularly fraught in the Global South, where literacy levels, technological
access, and healthcare infrastructure differ drastically from the contexts in which most Al
systems are developed. Western models of consent, built on assumptions of high literacy and
individual autonomy, often fail in societies where decisions are collective, where trust in
authority is paramount, or where reading dense documents is impractical. Thus, imposing a
uniform model of Al consent risks deepening global inequalities, creating a world where some
patients truly understand and control their healthcare, while others participate only

superficially.

The moral dimension of consent is equally profound. To seek consent is to acknowledge the
patient’s humanity. It is to say: "Your will matters. Your choices shape your care." When
institutions bypass or trivialize consent, they do not just break rules—they fracture the moral
contract between medicine and society. In an age where algorithms are increasingly portrayed
as objective and infallible, it becomes even more vital to remember that patients are not simply

data points, but persons whose narratives, fears, and values matter.

Looking to the future, informed consent must expand in ambition. It must be dynamic, adapting
as Al adapts. It must be continuous, allowing patients to revisit their choices as algorithms
evolve. It must be participatory, integrating patient voices not only in clinical encounters but

in the governance of Al itself. Consent dashboards, real-time alerts, and interactive
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explanations may transform how patients engage with their data, but technological fixes alone

will not suffice. The culture of medicine must shift toward openness, humility, and dialogue.

One of the greatest risks of neglecting consent in Al healthcare is not simply legal liability, but
the corrosion of trust. If patients perceive that their data is used without transparency, or that
algorithms influence decisions without disclosure, they will withdraw their faith not only from
Al but from the healthcare system itself. Trust, once lost, is exceedingly difficult to regain. This
is why informed consent should be viewed not as an obstacle to innovation but as its

precondition: without trust, no innovation can flourish.

Philosophically, consent in Al healthcare embodies the tension between determinism and
freedom. Algorithms thrive on prediction, on reducing uncertainty by mapping probabilities.
But human dignity thrives on freedom—the possibility to choose, even irrationally, against the
grain of statistical likelihood. To uphold informed consent is to insist that patients remain more
than predictable patterns in a dataset; they remain beings capable of will and self-

determination.

This insight should provoke us to imagine informed consent as a social contract for the Al era.
Policymakers must legislate not only for transparency but for accessibility. Developers must
embed explainability and accountability into design. Clinicians must reclaim their roles as
communicators and advocates. Patients must be empowered, not only through rights but
through practical tools to exercise them. Together, these actions can transform consent from a

bureaucratic hurdle into a living practice of respect.

The final provocation is this: if Al learns from humans, then the truest measure of progress is
not how machines think, but how we choose to treat the humans they serve. Al may well
outperform doctors in diagnostics or efficiency, but it cannot replace the ethical commitment
that lies at the heart of medicine. Informed consent is that commitment made visible, the bridge
that links technology to humanity. The challenge of our century is not only to make Al smarter,

but to make ourselves wiser in how we govern its use.

Thus, the future of Al in healthcare will not be judged solely by accuracy rates or computational
power. It will be judged by whether we preserved the dignity of those it served, whether patients
remained partners rather than passive subjects, and whether trust was nurtured rather than

eroded. In this sense, consent is not just a legal requirement or an ethical aspiration—it is the
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moral compass of Al healthcare, guiding us between the temptations of technological

determinism and the obligations of human dignity.
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