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ABSTRACT 

The pervasive reach of social media has profoundly transformed the 
psychological and social dynamics of today’s youth, often with detrimental 
effects. This study critically examines the growing epidemic of social media 
addiction among young users, highlighting associated risks such as 
psychological dependence, exploitation, and unfiltered exposure to harmful and 
manipulative content. These developments have intensified public debate and 
regulatory scrutiny, placing immense pressure on governments and tech 
corporations to implement effective oversight mechanisms. Recent incidents 
including mounting criticism of major social media platforms for their role in 
exacerbating mental health crises, underscore the necessity of a vigorous legal 
and ethical response. A notable cultural marker of this crisis is the term "brain 
rot," describing cognitive decline due to excessive consumption of trivial digital 
content, which was chosen as Oxford’s Word of the Year in 2024. Such 
terminology reflects a growing societal recognition of the intellectual and 
emotional impact of unregulated digital exposure. Employing a doctrinal 
methodology, this paper evaluates the existing legal frameworks governing 
social media usage, with a particular focus on the vulnerabilities of youth. It 
identifies key regulatory gaps and explores comparative legal approaches 
adopted by other jurisdictions. The analysis emphasizes the urgency of 
developing a comprehensive and enforceable regulatory ecosystem to protect 
young users from the harmful effects of algorithm-driven engagement models. 
The research advocates for a multi-pronged regulatory strategy involving 
government intervention, corporate accountability, and targeted digital literacy 
programs. By fostering collaboration between policymakers, educators, and tech 
industries, the paper aims to contribute to a legal and ethical framework that not 
only curbs the adverse effects of digital addiction but also promotes a safer and 
healthier online environment for the younger generation in an increasingly 
digitized world. 

Keywords: Social Media Addiction, Youth Protection, Online Regulation, 
Digital Well-being, Brain Rot 
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Introduction 

 

The pervasive use of social media has transformed the way individuals, particularly young 

people, interact with the world. Platforms like Instagram, TikTok, and Snapchat dominate the 

daily lives of teenagers and young adults, often serving as primary channels for 

communication, entertainment, and information consumption. While these platforms provide 

benefits such as connectivity and creative expression, their widespread use has also given rise 

to significant concerns about addiction, mental health, and safety. Studies have shown that 

young users spend an average of 3-5 hours per day on social media, with platforms like TikTok 

reporting over 1 billion monthly active users as of 2023. 1 Alarmingly, this trend coincides with 

rising rates of mental health issues among adolescents. A 2023 report by the U.S. Centers for 

Disease Control and Prevention revealed that nearly 60% of teenage girls experienced 

persistent sadness or hopelessness, the highest level recorded in a decade. 2 While many factors 

contribute to these troubling statistics, the role of social media as a catalyst cannot be 

overlooked. 

 

In January 2024, the global spotlight turned to the legal and ethical responsibilities of 

technology companies during a heated Senate hearing where Meta CEO Mark Zuckerberg 

publicly apologized to families affected by online exploitation and harmful content. Parents of 

young victims who self-harmed or took their own lives due to toxic online environments were 

present, voicing their pain and demanding change. 3 The incident underscored the inadequacies 

in current regulatory frameworks and amplified calls for legislative action to hold social media 

platforms accountable. Proposed legislation aims to impose stricter measures on these 

companies, including penalties for hosting harmful content and mandatory compliance with 

youth protection standards. This hearing epitomized growing public and legislative frustration 

over years of inaction, highlighting the urgent need for effective regulation to address the risks 

posed by these platforms. 

 

 
1 ‘U.S. Teens Daily Time Spent on Social Media 2023’ <https://www.statista.com/statistics/1451257/us-teens-
hours-spent-social-networks-per-day/> accessed 8 January 2025. 
2 ‘U.S. Teen Girls Experiencing Increased Sadness and Violence’ 
<https://www.cdc.gov/media/releases/2023/p0213-yrbs.html> accessed 8 January 2025. 
3 ‘Meta Boss Mark Zuckerberg Apologises to Families in Fiery US Senate Hearing’ 
<https://www.bbc.com/news/technology-68161632> accessed 8 January 2025. 
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Simultaneously, societal awareness of the broader cognitive and behavioural effects of 

excessive social media use has surged. The term "brain rot," which originated on TikTok to 

describe the impact of consuming trivial and low-quality online content, was selected as the 

Oxford English Dictionary’s Word of the Year in 2024 following a 230% spike in its usage over 

the past year. 4 This cultural phenomenon reflects widespread concern about the potential for 

prolonged exposure to such content to erode critical thinking skills, diminish attention spans, 

and exacerbate mental health issues. 5 As these trends gain traction, governments, educators, 

and mental health advocates are grappling with the profound implications of an unregulated 

digital environment on the younger population. 

 

The escalating urgency of these issues reveals a critical gap in governance and industry 

accountability. While technology companies often emphasize investments in artificial 

intelligence and moderation tools to combat harmful content, their efforts have been criticized 

as insufficient and reactive. For example, despite Meta's assertions of prioritizing safety, leaked 

internal documents in recent years have shown that the company was aware of Instagram’s 

adverse effects on teenage girls’ mental health but delayed decisive action. Such revelations 

have further fuelled demands for vigorous, enforceable regulations to mitigate the harms of 

social media. Against this backdrop, this paper aims to examine the epidemic of social media 

addiction among youth, the legal challenges associated with regulating this digital ecosystem, 

and the potential pathways toward a safer and healthier online experience for the younger 

generation. 

 

Research Methodology 

 

This research paper employs a doctrinal methodology, relying on a critical analysis of primary 

and secondary legal sources, including statutes, judicial decisions, and regulatory frameworks, 

as well as academic literature, reports, and case studies. By systematically examining the 

existing legal instruments and their application in addressing social media addiction and its 

related harms among youth, this study aims to identify gaps in current regulatory approaches 

and propose actionable solutions. The methodology also involves comparative analysis, 

 
4 ‘“Brain Rot” Is Oxford’s Word of the Year | CNN’ <https://edition.cnn.com/2024/12/02/world/brain-rot-oxford-
word-of-the-year-2024-intl-scli-gbr/index.html> accessed 8 January 2025. 
5 Aylin İdikut Özpençe, ‘BRAIN ROT: OVERCONSUMPTION OF ONLINE CONTENT (AN ESSAY ON THE 
PUBLICNESS SOCIAL MEDIA)’ (2024) 7 Journal of Business Innovation and Governance 48. 
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drawing on examples from jurisdictions like the European Union, with its General Data 

Protection Regulation (GDPR), and the United States, where legislative debates such as those 

surrounding the proposed Kids Online Safety Act (KOSA) are shaping the discourse on digital 

safety. The research integrates insights from psychological studies, media reports, and societal 

trends, such as the "brain rot" phenomenon, to contextualize the legal challenges within a 

broader sociocultural and technological framework. 

 

Objective: 

 

The primary objective of this paper is to critically evaluate the regulatory inadequacies and 

ethical dilemmas posed by social media platforms in safeguarding youth from addiction and 

harmful content. It seeks to offer a comprehensive understanding of the intersection between 

technology, law, and public health, with the ultimate goal of advocating for vigorous, 

enforceable regulations that balance innovation with accountability. By highlighting best 

practices, examining ongoing legislative efforts, and proposing a multi-stakeholder approach 

involving governments, technology companies, and civil society, this research aims to 

contribute to the development of a safer digital environment for the younger generation. 

 

Social Media Addiction: A Youth Epidemic 

 

Social media addiction has become one of the most pressing public health issues of the digital 

age, with youth disproportionately affected. The constant allure of platforms like Instagram, 

TikTok, and Snapchat is driven by algorithms designed to maximize user engagement, often at 

the expense of mental well-being. Studies have revealed that the average teenager spends 3-7 

hours daily on social media, surpassing the time allocated for face-to-face interactions, physical 

activity, or even sleep. This compulsive behavior is not coincidental but engineered; platforms 

employ sophisticated techniques such as infinite scrolling, push notifications, and personalized 

recommendations to keep users hooked. 6 These mechanisms exploit vulnerabilities in the 

adolescent brain, particularly its heightened sensitivity to rewards and peer validation. In 2023, 

the American Psychological Association (APA) identified social media addiction as a 

 
6 Luke Clark and Martin Zack, ‘Engineered Highs: Reward Variability and Frequency as Potential Prerequisites 
of Behavioural Addiction’ (2023) 140 Addictive Behaviors. 
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significant contributor to rising rates of anxiety, depression, and attention disorders among 

youth.7 

 

The impact of this addiction extends beyond mental health, infiltrating the social and emotional 

development of young individuals. Adolescents, whose identities are still forming, often 

measure their self-worth against the curated and often unrealistic portrayals of life seen on 

social media. A notable example is the growing phenomenon of "compare and despair," where 

young users, particularly teenage girls, develop body image issues due to exposure to edited 

photos and influencer culture. 8 Internal research leaked from Meta in 2021 highlighted that 

Instagram exacerbates body dissatisfaction for one in three teenage girls, a finding corroborated 

by independent studies in subsequent years. 9 These issues have not only persisted but have 

intensified, with a 2023 Pew Research Center survey indicating that 42% of teens feel 

overwhelmed by the pressure to post content that garners likes and validation from peers. 10 

This psychological toll manifests in worrying behaviours such as self-harm, social withdrawal, 

and in extreme cases, suicidal ideation. 

 

The relationship between social media addiction and self-harm is tragically exemplified by 

real-world incidents. In January 2024, a high-profile Senate hearing brought global attention 

to the devastating consequences of unregulated social media environments. Families of victims 

who had self-harmed or died by suicide due to harmful content confronted tech CEOs, 

demanding accountability and stronger safeguards for youth. Among these cases was the story 

of a 14-year-old girl who took her own life after being exposed to a deluge of pro-suicide and 

self-harm content on TikTok. Such incidents are not isolated; in the UK, the coroner’s inquest 

into the death of teenager Molly Russell revealed that social media content contributed 

significantly to her mental health deterioration. 11 These stories underscore the urgency of 

 
7 Naif Ergün, Zafer Özkan and Mark D Griffiths, ‘Social Media Addiction and Poor Mental Health: Examining 
the Mediating Roles of Internet Addiction and Phubbing’ [2023] Psychological reports. 
8 Hosam Al-Samarraie and others, ‘Young Users’ Social Media Addiction: Causes, Consequences and 
Preventions’ (2022) 35 Information Technology and People. 
9 ‘Instagram “Makes Body Issues Worse” for Teenage Girls, Internal Research Shows’ 
<https://www.digit.fyi/instagram-internal-research-mental-health/> accessed 8 January 2025. 
10 ‘Teens and Social Media: Key Findings from Pew Research Center Surveys | Pew Research Center’ 
<https://www.pewresearch.org/short-reads/2023/04/24/teens-and-social-media-key-findings-from-pew-research-
center-surveys/> accessed 8 January 2025. 
11 ‘Molly Russell Inquest: Father Makes Social Media Plea’ <https://www.bbc.com/news/uk-england-london-
63073489> accessed 8 January 2025. 
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addressing the addictive and harmful nature of these platforms, which often prioritize 

engagement metrics over user well-being. 

 

Adding to the crisis is the societal normalization of excessive screen time and trivial content 

consumption. The phenomenon of "brain rot," coined to describe the cognitive and emotional 

effects of prolonged exposure to low-quality online material, gained significant traction in 2023 

and 2024. The Oxford English Dictionary recognized "brain rot" as its Word of the Year in 

2024, reflecting a cultural acknowledgment of the issue’s prevalence. This term encapsulates 

the loss of focus, critical thinking, and creativity observed in youth who spend hours scrolling 

through trivial or misleading content. With TikTok as a leading culprit, boasting over 1.1 billion 

active users in 2023, the platform’s algorithmic design ensures users are inundated with bite-

sized videos that rarely contribute to meaningful engagement or learning. 12 Experts warn that 

this consumption pattern is reshaping how young minds process information, favouring instant 

gratification over sustained effort and attention. 13 

 

The epidemic of social media addiction is further exacerbated by the lack of effective parental 

controls, educational interventions, and regulatory measures. Parents often find themselves ill-

equipped to monitor or limit their children’s screen time, while schools struggle to address the 

issue within curricula that are already burdened. 14 Efforts by tech companies to mitigate harm, 

such as Instagram’s time-limit reminders and TikTok’s screen time reports, are frequently 

criticized as superficial and insufficient. Moreover, the global nature of social media 

complicates regulation, as platforms operate across jurisdictions with varying laws and 

enforcement capabilities.  While some countries, like China, Singapore and Australia, have 

implemented strict measures such as completely banning social media upto a certain age or 

limiting youth screen time to three hours per week on gaming platforms, such policies are 

viewed as draconian and difficult to replicate in democracies where individual freedoms are 

prioritized. 

 
12 Madina Adilova, ‘THE PSYCHOLOGICAL EFFECT OF TRAPS IN THE SOCIAL NETWORK ON YOUTH 
MIND AND SPIRITUALITY’ (2023) 4 Open Access Repository. 
13 Aviv M Weinstein, ‘Problematic Social Networking Site Use-Effects on Mental Health and the Brain’ (2023) 
13 Frontiers in Psychiatry. 
14 Jeewon Lee, Sangha Lee and Yunmi Shin, ‘Lack of Parental Control Is Longitudinally Associated With Higher 
Smartphone Addiction Tendency in Young Children: A Population-Based Cohort Study’ (2024) 39 Journal of 
Korean Medical Science. 
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The combination of persuasive technology, underdeveloped legal frameworks, and societal 

complacency has allowed social media addiction among youth to flourish unchecked. This 

epidemic not only endangers the mental health of individuals but also poses long-term 

challenges for societal cohesion and productivity. As the digital landscape continues to evolve, 

the need for urgent, coordinated action to address social media addiction has never been clearer. 

Failure to act risks leaving an entire generation grappling with the profound and enduring 

consequences of growing up in an unregulated digital environment. 

 

Legal and Regulatory Challenges 

 

The legal and regulatory landscape surrounding social media platforms and their impact on 

youth remains highly fragmented and underdeveloped. Despite the undeniable role of these 

platforms in shaping societal behaviours, most governments have struggled to implement 

comprehensive regulations that adequately address the challenges posed by social media 

addiction, harmful content, and online exploitation. 15 This regulatory lag is compounded by 

the global nature of social media platforms, which operate across jurisdictions with vastly 

differing laws and cultural norms. As a result, legal systems often find themselves ill-equipped 

to impose accountability on tech giants, leaving young users vulnerable to the adverse effects 

of these platforms. The ongoing debate in Congress about holding social media companies’ 

accountable highlights the systemic challenges in crafting effective legislation that can keep 

pace with rapid technological advancements. 

 

One of the primary legal challenges lies in determining the extent of platform liability for 

harmful content. Section 230 of the U.S. Communications Decency Act, which grants 

immunity to platforms for third-party content, has long been a cornerstone of internet 

governance. However, critics argue that this immunity enables platforms to shirk responsibility 

for content that causes harm, particularly to vulnerable populations like youth. 16 In 2024, the 

proposed Kids Online Safety Act (KOSA) reignited the debate over platform accountability, 

aiming to enforce stricter safety measures and empower parents to protect their children online. 

 
15 Md Rakibul Hassan, Md Shahed Mahmud and Md Kamrul Hasan, ‘Social Media Addiction and Its 
Consequences Among Youth:  A Developing Country Perspective’ (2024). 
16 Nancy Costello and others, ‘ALGORITHMS, ADDICTION, AND ADOLESCENT MENTAL HEALTH: An 
Interdisciplinary Study to Inform State-Level Policy Action to Protect Youth from the Dangers of Social Media’ 
(2023) 49 American Journal of Law & Medicine 135. 
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17 While supporters laud the bill as a necessary step toward safeguarding youth, detractors warn 

of potential overreach, including privacy concerns and the risk of stifling innovation. The 

hearing in January 2024, where families of victims confronted tech CEOs like Meta’s Mark 

Zuckerberg, underscored the urgency of balancing corporate interests with public safety. 

 

Another significant challenge lies in the enforcement of existing regulations. Even in regions 

with vigorous data protection laws, such as the European Union’s General Data Protection 

Regulation (GDPR), ensuring compliance across global platforms remains a daunting task. The 

GDPR has provisions designed to protect minors, including stricter consent requirements for 

data processing, yet reports of non-compliance persist. 18 In 2023, Meta was fined €1.2 billion 

for transferring EU user data to the U.S., violating GDPR principles. 19 These cases highlight 

the difficulty regulators face in ensuring that tech companies adhere to legal obligations, 

particularly when these companies have the resources to contest or delay enforcement actions. 

The global nature of social media further complicates enforcement, as regulatory bodies must 

often rely on cooperation from foreign entities to address violations that affect their citizens. 

Moreover, the fast evolution of AI-powered algorithms introduces new dimensions to the 

regulatory debate. As platforms increasingly rely on machine learning to moderate content, 

personalize feeds, and enhance user engagement, questions arise about the transparency and 

accountability of these algorithms. In 2023, a report by the United Nations warned of the 

potential misuse of AI in exacerbating online harm, from deepfakes to algorithmic bias. 20 Yet, 

few jurisdictions have established clear guidelines for the ethical deployment of AI in social 

media. For instance, Snapchat’s integration of ChatGPT into its platform in 2024 raised ethical 

concerns after the AI provided inappropriate advice to a simulated 13-year-old user discussing 

exploitation. 21 This incident highlights the regulatory gap in addressing AI-specific risks, as 

existing laws often fail to account for the complexities of machine learning technologies. 

 
17 ‘Kids Online Safety Act Is a Bipartisan Push to Protect Children on Social Media - The New York Times’ 
<https://www.nytimes.com/2024/01/31/technology/congress-social-media-safety.html> accessed 8 January 
2025. 
18 Bogdan Hoanca, ‘The Human Connection Drug: Should Addiction to Social Media Be Legislated Out?’ (2020) 
39 IEEE Technology and Society Magazine 61. 
19 ‘Meta Fined $1.3 Billion for Violating E.U. Data Privacy Rules - The New York Times’ 
<https://www.nytimes.com/2023/05/22/business/meta-facebook-eu-privacy-fine.html> accessed 8 January 2025. 
20 United Nations, ‘United Nations Annual Report 2023  | United Nations’ 
<https://www.un.org/en/annualreport2023> accessed 8 January 2025. 
21 ‘Mother’s Warning after Snapchat’s “Creepy” AI Bot Asks Daughter to “Meet” Up’ 
<https://7news.com.au/technology/snapchat/mothers-warning-after-snapchats-creepy-ai-bot-asks-daughter-to-
meet-up-c-11768791> accessed 8 January 2025. 
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Cultural and political differences further hinder regulatory progress. While countries like China 

have implemented strict measures, such as capping screen time for minors and mandating real-

name verification for online users, these policies are viewed by many democratic nations as 

overly authoritarian. 22 In contrast, the U.S. has historically favoured a more hands-off 

approach, prioritizing innovation and free speech over stringent regulation. This divergence 

creates a regulatory vacuum, as companies often exploit the least restrictive jurisdictions to 

shape global policies. 23 For example, TikTok, one of the most popular platforms among youth, 

has faced scrutiny for its content moderation policies and data privacy practices. Despite 

bipartisan support in the U.S. Congress for stricter oversight of TikTok due to national security 

concerns, comprehensive legislation addressing broader social media harms remains elusive. 

The lack of uniform international standards also complicates efforts to regulate platforms 

effectively. While organizations like the European Commission and the United Nations have 

called for greater international cooperation, enforcement mechanisms remain weak. The cross-

border nature of social media platforms allows companies to evade accountability by exploiting 

jurisdictional loopholes. For instance, data storage practices often involve transferring user 

information across multiple countries, making it difficult for regulators to pinpoint 

responsibility for breaches. This issue was exemplified in the aforementioned GDPR fine 

imposed on Meta, which highlighted the challenges of reconciling national laws with the global 

operations of tech giants. 

 

A further obstacle to meaningful regulation is the immense lobbying power of technology 

companies. In 2023 alone, Meta, Alphabet, and Amazon collectively spent over $100 million 

on lobbying efforts in the U.S., aiming to influence legislative outcomes in their favour. 24 

These companies often frame regulation as a threat to innovation, arguing that overregulation 

could stifle technological progress and economic growth. However, critics argue that such 

narratives ignore the long-term societal costs of unregulated platforms, particularly for youth. 

The January 2024 Senate hearing, where parents of victims demanded accountability, 

demonstrated a growing public demand for legislative action that prioritizes user safety over 

corporate profits. 

 
22 YING HAN, ‘SOCIAL MEDIA ADDICTION, FATIGUE AND THE EFFECTS ON YOUNG ADULTS’ 
ACADEMIC PERFORMANCE CHINA’ (2024) 5 Quantum Journal of Social Sciences and Humanities 70. 
23 Matthew B Lawrence, ‘Addiction and Liberty’ (2022) 108 Cornell Law Review. 
24 ‘Big Tech Lobbying on AI Regulation as Industry Races to Harness ChatGPT Popularity • OpenSecrets’ 
<https://www.opensecrets.org/news/2023/05/big-tech-lobbying-on-ai-regulation-as-industry-races-to-harness-
chatgpt-popularity> accessed 8 January 2025. 
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India has implemented several laws to address issues related to social media use, data privacy, 

and online harm, though comprehensive regulations targeting social media addiction among 

youth are still lacking. The Information Technology (Intermediary Guidelines and Digital 

Media Ethics Code) Rules, 2021, issued under the Information Technology Act, 2000, impose 

obligations on social media platforms to moderate content, remove harmful or unlawful 

material within specific timeframes, and appoint grievance officers to handle user complaints. 

Additionally, platforms are required to disclose their algorithms and promote transparency. 

However, these rules primarily address content moderation and compliance rather than 

addiction or youth protection. The Protection of Children from Sexual Offences (POCSO) Act, 

2012, also has provisions that safeguard minors from online exploitation. Furthermore, India’s 

Digital Personal Data Protection Act, 2023, aims to regulate how tech companies collect, store, 

and process user data, including that of children. While these measures indicate progress, gaps 

remain in addressing the behavioural and psychological harms associated with excessive social 

media use, necessitating more focused legislation. 

 

Despite these challenges, there is growing momentum for reform. Proposals such as mandatory 

transparency reports, algorithm audits, and stricter age verification systems are gaining traction 

in legislative debates. Additionally, grassroots movements and advocacy groups are pressuring 

governments to act, emphasizing the human cost of inaction. The recognition of terms like 

"brain rot" in popular discourse reflects a cultural shift toward acknowledging the harmful 

effects of social media, further fuelling calls for regulation. However, achieving meaningful 

change will require a coordinated effort that balances the interests of all stakeholders while 

addressing the unique challenges posed by a rapidly evolving digital landscape. The legal and 

regulatory challenges surrounding social media reflect a complex interplay of technological, 

cultural, and political factors. While progress has been made in highlighting the need for 

accountability, significant gaps remain in enforcing existing laws and adapting regulations to 

address emerging risks. Without a unified and proactive approach, the harms of social media 

addiction, exploitation, and harmful content will continue to disproportionately affect youth, 

underscoring the urgent need for comprehensive and enforceable solutions. 

 

Proposed Regulatory Framework 

To effectively address the challenges posed by social media addiction and harmful content, a 

vigorous and multidimensional regulatory framework is essential. The proposed framework 
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emphasizes a balance between innovation, accountability, and user protection, with a particular 

focus on safeguarding the well-being of youth. 

 

1. Algorithmic Accountability and Transparency: Social media platforms must be required 

to disclose the mechanisms of their recommendation algorithms. Regular audits by 

independent bodies can ensure that algorithms do not amplify harmful content or promote 

addictive behaviours. For instance, platforms could be mandated to provide users with 

algorithm-free content options, allowing for chronological feeds to minimize manipulative 

engagement tactics. 

2. Age Verification and Parental Controls: Implementing secure, privacy-compliant age 

verification systems is critical to restricting underage access to potentially harmful content. 

Platforms should also offer vigorous parental controls, enabling guardians to monitor and 

manage their children’s online activity. For example, time restrictions or content filters tailored 

to age-appropriate levels could help mitigate overuse and exposure to harmful material. 

3. Youth-Specific Safeguards: Platforms should adopt "youth mode" features, such as screen 

time reminders, limited notifications, and reduced access to high-risk content like diet culture 

or self-harm imagery. These features, similar to China’s youth-focused digital policies, should 

be applied globally but adapted to democratic contexts that respect individual freedoms. 

4. Content Moderation and Harmful Content Removal: Strengthened content moderation 

policies are necessary to combat harmful content. Platforms must expand their investments in 

artificial intelligence and human moderators to identify and remove harmful material swiftly. 

Clear timelines for addressing flagged content, similar to India’s IT Rules, can enhance 

compliance and ensure timely action. 

5. Corporate Liability and Penalties: Legislation should hold platforms accountable for harm 

caused by content amplified through their algorithms. Fines for non-compliance with safety 

regulations, akin to the EU’s GDPR penalties, would deter companies from prioritizing profits 

over user well-being. Additionally, legal provisions should enable individuals or families to 

seek redress for significant harm caused by platforms’ negligence. 

6. Digital Literacy and Public Awareness: Governments and educational institutions should 

integrate digital literacy into school curricula to educate youth about the risks of social media. 

Public awareness campaigns highlighting the dangers of overuse and addiction can 

complement regulatory measures, empowering individuals to make informed choices about 

their digital habits. 
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7. Global Collaboration and Standards: The cross-border nature of social media necessitates 

international cooperation. Countries should work together to establish global standards for data 

protection, algorithmic transparency, and youth safety. Multilateral agreements, akin to the 

Paris Agreement for climate change, could harmonize regulatory efforts and prevent 

jurisdictional loopholes. 

8. AI Regulation and Ethics: With the increasing integration of AI in social media, ethical 

guidelines must be established to govern its deployment. AI-driven chatbots and 

recommendation systems should undergo rigorous testing to ensure they do not facilitate 

harmful behaviours or exploit users’ vulnerabilities. 

9. Mandatory Impact Assessments: Social media platforms should be required to conduct 

and publish regular impact assessments evaluating how their features, algorithms, and content 

policies affect youth mental health and well-being. These assessments, akin to environmental 

impact studies, would ensure that platforms are proactively identifying and addressing 

potential risks before deploying new features or updates. 

10. Incentives for Ethical Innovation: Governments could introduce incentives such as tax 

breaks, grants, or public recognition for social media companies that implement ethical design 

principles, prioritize user well-being, and develop innovative solutions to reduce addiction and 

harmful content. Encouraging positive competition in this area could lead to safer, more user-

focused digital ecosystems. 

 

By adopting these measures, governments and regulators can create a safer digital environment 

that prioritizes the mental health and well-being of youth while holding tech companies 

accountable for their platforms’ societal impacts. This framework not only addresses the 

immediate harms of social media addiction but also lays the groundwork for a sustainable and 

ethical digital ecosystem. 

 

Conclusion 

 

The prompt rise of social media as a dominant force in modern life has brought unprecedented 

connectivity and innovation but has also introduced significant challenges, particularly for 

youth. The addiction to platforms like TikTok, Instagram, and Snapchat is not merely a 

personal failing, but a systemic issue fuelled by algorithms designed to maximize engagement. 

These platforms exploit psychological vulnerabilities, creating an ecosystem where instant 



Indian Journal of Law and Legal Research    Volume VII Issue III | ISSN: 2582-8878 

 
 

 Page: 4883 

gratification and endless scrolling are normalized, often at the expense of mental health, 

cognitive development, and social relationships. The consequences of this digital dependency 

are deeply troubling, ranging from heightened rates of anxiety and depression to tragic cases 

of self-harm and suicide. The emergence of phenomena such as "brain rot" further underscores 

the urgent need to address the pervasive influence of low-quality content consumption on 

young minds. 

 

Efforts to regulate social media have been fragmented and slow, reflecting the complexities of 

balancing technological innovation, free speech, and societal well-being. While regions like 

the European Union have taken proactive steps with comprehensive frameworks like the 

GDPR and the Digital Services Act, enforcement challenges persist due to the global nature of 

tech platforms. In the United States, the legislative push for stronger protections through acts 

like KOSA signals progress, but the influence of industry lobbying and free speech concerns 

continue to stall meaningful reform. China’s authoritarian approach, though effective in 

curbing excessive use, raises ethical questions that are incompatible with democratic values. 

India’s regulatory efforts, such as the IT Rules and the proposed Data Protection Act, indicate 

progress but fall short of addressing the behavioural and psychological harms of social media 

addiction. 

 

To move forward, a multifaceted and globally coordinated response is necessary. This includes 

holding platforms accountable for algorithmic harms, strengthening age verification 

mechanisms, and mandating transparent content moderation practices. The proposed 

regulatory framework emphasizes a balanced approach that not only curtails harmful content 

and addictive designs but also incentivizes ethical innovation and promotes digital literacy. By 

empowering youth, parents, educators, and governments to navigate the digital landscape 

responsibly, we can create a safer and healthier online environment. However, regulation alone 

cannot solve the problem. Public awareness campaigns, educational initiatives, and a cultural 

shift in how society engages with social media are equally critical. Digital well-being must 

become a collective priority, where users are encouraged to value meaningful interactions and 

critical thinking over passive consumption. At the same time, technology companies must 

recognize their ethical obligations and adopt user-centric designs that prioritize long-term well-

being over short-term profits. The stakes could not be higher. Failure to act risks leaving an 

entire generation grappling with the long-term consequences of growing up in an unregulated 
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digital ecosystem. Conversely, effective action has the potential to not only mitigate these 

harms but also redefine the relationship between society and technology in a way that fosters 

innovation while safeguarding human dignity. The challenge is immense, but so is the 

opportunity to create a digital future that aligns with the values of equity, accountability, and 

well-being for all. 
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