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ABSTRACT 

This paper explores the dynamic interplay between emerging technologies 
and the evolution of international legal frameworks and how international 
law must adapt in response to the rise of powerful new technologies like 
artificial intelligence (AI), cyber tools, autonomous weapons, and space 
systems. As these technologies grow rapidly, they often move faster than the 
legal rules meant to guide their use. This creates serious challenges for global 
peace, security, and human rights. The paper focuses on major areas where 
current international laws are struggling to keep up such as cybersecurity, 
accountability for AI in warfare, digital sovereignty, and jurisdiction across 
borders. 

Through case studies on autonomous weapons and cyber warfare in the 
Russia-Ukraine conflict, the paper shows real-life examples where legal 
systems face serious gaps. It also examines how non-binding "soft laws" and 
treaties could evolve to create better rules for AI and digital systems. 
Importantly, the paper stresses that legal frameworks must protect privacy, 
fairness, and freedom of speech in the digital age. 

The study argues that a future-proof legal system needs three things: 
flexibility to apply old laws to new situations, transparency in how 
technologies like AI make decisions, and strong global cooperation. In 
conclusion, the paper calls for a new kind of international law that is faster, 
fairer, and fit for a world shaped by emerging technologies. 
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Intelligence, Cybersecurity, Autonomous Weapons, Digital Sovereignty, 
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I. Introduction 

In the 21st century, technological innovation has become the defining force behind 

global transformation, reshaping economic systems, redefining security paradigms, and 

altering the very fabric of human interaction. The accelerated development and deployment of 

emerging technologies ranging from artificial intelligence (AI) and blockchain to cyber 

capabilities, quantum computing, and space exploration have outpaced the ability of traditional 

legal frameworks to regulate their use and consequences effectively.1 These technologies not 

only transcend national boundaries but also challenge the core principles of sovereignty, 

jurisdiction, and accountability that underpin the international legal order.2 

International law, long rooted in doctrines developed during the post-war era and based 

on state-centric models of governance, now confronts novel legal questions: Can autonomous 

weapons be held to standards under the Geneva Conventions?3 How should cyberattacks be 

attributed and responded to under the United Nations Charter?4 Do existing treaties apply in 

the digital realm or outer space?5 The gap between legal norms and technological realities 

exposes a critical tension between innovation and governance. 

This paper argues that emerging technologies pose complex and multidimensional 

challenges to the structure, interpretation, and enforcement of international law. Addressing 

these challenges requires a proactive, adaptive, and ethically grounded legal response. 

Multilateral cooperation, dynamic interpretation of existing legal norms, and the formulation 

of new instruments where necessary must form the foundation of a future-oriented international 

legal regime.6 the continued relevance and legitimacy of international law depend not on 

resisting technological change, but on embracing it through thoughtful, inclusive, and forward-

looking legal reform.7 

 
1 Tim McFarland, Autonomous Weapon Systems and the Law of Armed Conflict 1–3 (Cambridge Univ. Press 
2020). 
2 Duncan B. Hollis, Reframing the International Legal Rules on Cyber Attribution, 113 AJIL Unbound 60, 61 
(2019). 
3 Rebecca Crootof, The Killer Robots Are Here: Legal and Policy Implications, 36 Cardozo L. Rev. 1837, 1842–
44 (2015). 
4 Michael N. Schmitt (ed.), Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations 10–13 
(Cambridge Univ. Press 2017). 
5 James C. Dunlop, AI, Law, and Multilateralism, 45 Yale J. Int’l L. Online 22, 25–27 (2023). 
6 U.N. GGE, Report on Advancing Responsible State Behavior in Cyberspace in the Context of International 
Security, U.N. Doc. A/75/816 (May 28, 2021). 
7 Asaf Lubin, Cybersecurity and the Intelligence-Law Paradox, 96 Ind. L.J. 483, 488–90 (2021). 
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II. Challenges Posed by Emerging Technologies to International Law 

The integration of emerging technologies into statecraft, warfare, commerce, and 

communication has exposed foundational gaps in international legal regimes. These 

technologies challenge established doctrines of state responsibility, complicate principles of 

accountability, and test the territorial boundaries upon which jurisdiction and sovereignty are 

based. This section analyses three primary areas where international law faces increasing strain. 

A. Cybersecurity and State Responsibility 

One of the most pressing challenges is the legal ambiguity surrounding cyber 

operations. Unlike traditional acts of aggression, cyberattacks often occur in a legally gray area 

below the threshold of the use of force under Article 2(4) of the United Nations Charter and 

can be difficult to attribute to a specific state actor.8 The Tallinn Manual 2.0, a leading non-

binding scholarly analysis, provides interpretive guidance on how existing international law 

applies to cyber operations, including issues of sovereignty, due diligence, and self-defense.9 

However, despite this effort, no binding multilateral treaty comprehensively governs state 

conduct in cyberspace, and consensus on the legality of certain cyber responses remains 

elusive.10 

As technology evolves, so too must the legal principles that govern state behaviour in digital 

environments, particularly to prevent escalation, clarify accountability, and promote 

international stability. 

B. Artificial Intelligence and Accountability 

Artificial Intelligence, particularly when deployed in military and autonomous systems, 

has introduced unprecedented challenges to legal accountability under international 

humanitarian law (IHL). AI systems are capable of making life-and-death decisions without 

direct human oversight, raising fundamental questions about compliance with the principles of 

 
8 U.N. Charter art. 2, ¶ 4. 
9 Michael N. Schmitt (ed.), Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations 312 
(Cambridge Univ. Press 2017). 
10  Duncan B. Hollis, Reframing the International Legal Rules on Cyber Attribution, 113 AJIL Unbound 60, 62–
63 (2019). 
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distinction, proportionality, and military necessity.11 Current legal instruments, including the 

Geneva Conventions, do not explicitly address the delegation of lethal decision-making to 

machines.12 

Without clear lines of attribution and responsibility, traditional doctrines such as 

command responsibility and state liability may prove insufficient in adjudicating harms caused 

by autonomous systems. As scholars and policymakers debate the future regulation of lethal 

autonomous weapon systems (LAWS), concerns persist about a potential accountability 

vacuum in both wartime and peacetime uses.13 

C. Digital Sovereignty and Jurisdiction 

Emerging technologies also challenge the territorial foundations of international law. 

Digital infrastructure such as blockchain networks and global cloud computing platforms is 

inherently transnational, complicating questions of jurisdiction and enforcement.14 Meanwhile, 

data localization laws enacted by several states to assert control over domestic data flows 

represent a growing assertion of digital sovereignty.15 These efforts, while often justified by 

concerns over national security or personal privacy, risk fragmenting the internet and 

undermining the global flow of information and trade.16 

International law must reconcile the rise of digital borders with principles of 

interoperability and openness, finding a balance between sovereign control and international 

obligations. 

III. Case Studies in Technological Impact 

The abstract legal debates around emerging technologies gain urgency and clarity when 

viewed through concrete case studies. This section analyses two real-world developments 

 
11 Tim McFarland, Autonomous Weapon Systems and the Law of Armed Conflict 119–20 (Cambridge Univ. Press 
2020). 
12 Id. 
13 Rebecca Crootof, The Killer Robots Are Here: Legal and Policy Implications, 36 Cardozo L. Rev. 1837, 1845–
47 (2015). 
14 Jack Goldsmith & Tim Wu, Who Controls the Internet? Illusions of a Borderless World 41–43 (Oxford Univ. 
Press 2006). 
15 Peter P. Swire & DeBrae Kennedy-Mayo, Data Localization Laws and Their Impact on International Trade, 17 
J. L. & Tech. 3, 5–7 (2022). 
16 Anupam Chander & Uyên P. Lê, Data Nationalism, 64 Emory L.J. 677, 689–90 (2015). 
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autonomous weapons systems and cyber warfare to illustrate how emerging technologies are 

already testing the outer boundaries of international legal frameworks. These case studies not 

only exemplify current limitations but also signal the kinds of future reforms that may be 

required to preserve the rule of law in the international arena. 

A. Autonomous Weapons Systems (AWS) 

Autonomous Weapons Systems (AWS), often referred to as "killer robots," are capable 

of selecting and engaging targets without meaningful human intervention. Their potential 

deployment in armed conflict has generated widespread legal and ethical debate. Critics argue 

that AWS fundamentally undermine the principles of international humanitarian law (IHL), 

particularly those of proportionality, distinction, and accountability.17 Proponents maintain 

that, if properly designed, AWS may in some instances reduce civilian casualties by 

outperforming human operators in precision and compliance.18 

International deliberation over AWS is ongoing under the framework of the United 

Nations Convention on Certain Conventional Weapons (CCW), where state parties are 

considering whether to develop binding norms or pursue a ban under customary international 

law.19 However, despite growing civil society pressure and academic advocacy for preemptive 

regulation, consensus remains elusive.20 Some states argue that a ban would be premature or 

technologically misinformed, while others contend that delaying regulation increases the risk 

of a future legal and moral crisis. 

As AWS development accelerates, the absence of specific legal instruments governing 

their use highlights the urgency of defining clear norms before deployment becomes 

widespread. 

 

 
17 Rebecca Crootof, The Killer Robots Are Here: Legal and Policy Implications, 36 Cardozo L. Rev. 1837, 1842–
44 (2015). 
18 Tim McFarland, Autonomous Weapon Systems and the Law of Armed Conflict 104–06 (Cambridge Univ. Press 
2020). 
19 U.N. Office at Geneva, Group of Governmental Experts on Lethal Autonomous Weapons Systems (LAWS), 
U.N. CCW Meetings (last visited Mar. 30, 2025), https://meetings.unoda.org/meeting/ccw-gge-2023/.  
20 Human Rights Watch, Stopping Killer Robots: Country Positions on Banning Fully Autonomous Weapons and 
Retaining Human Control, HRW Report (Dec. 2021), https://www.hrw.org/report/2021/12/13/stopping-killer-
robots/country-positions-banning-fully-autonomous-weapons-and.  
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B. Cyber Warfare and Attribution 

The use of cyber capabilities during armed conflict, particularly by state actors, has 

emerged as one of the most pressing legal frontiers in contemporary international law. The 

Russian Federation's cyber operations during its 2014 annexation of Crimea and subsequent 

2022 invasion of Ukraine have served as prominent examples of how cyberspace can be 

weaponized alongside kinetic force.21 These incidents included coordinated disruptions of 

communications infrastructure, denial-of-service attacks, and disinformation campaigns aimed 

at destabilizing governance structures. 

A central challenge in such cases lies in the question of attribution. Under current 

international law, holding a state legally responsible for cyberattacks requires conclusive proof 

of its involvement, which is notoriously difficult to obtain due to anonymization techniques 

and the transnational nature of cyber infrastructure.22 As Duncan B. Hollis notes, traditional 

evidentiary standards for state responsibility may be insufficient in cyberspace, where the 

methods and thresholds for attribution require doctrinal recalibration.23 

The Ukraine conflict has made it clear that attribution is not merely a technical problem 

but a structural weakness in the enforcement of international norms. 

IV. Regulatory and Normative Responses 

In response to the disruptive potential of emerging technologies, the international 

community has begun to explore both formal and informal mechanisms for regulation. While 

binding treaties have lagged behind technological innovation, states and international 

organizations have increasingly relied on "soft law" and norm development to guide behaviour, 

particularly in cyberspace and artificial intelligence (AI). This section explores two primary 

pathways: the evolution of non-binding norms through multilateral and regional mechanisms, 

and the modernization of existing legal instruments to accommodate novel technological 

realities. 

 
21  U.N. Secretary-General, Report on Developments in the Field of Information and Telecommunications in the 
Context of International Security, U.N. Doc. A/76/135 (July 2021). 
22 Michael N. Schmitt (ed.), Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations 85–87 
(Cambridge Univ. Press 2017). 
23 Duncan B. Hollis, Reframing the International Legal Rules on Cyber Attribution, 113 AJIL Unbound 60, 61–
63 (2019). 
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A. Soft Law and Norm Development 

Given the difficulty of achieving global consensus on binding legal instruments, 

international cooperation has shifted toward the development of soft law mechanisms non-

binding norms, guidelines, and best practices that shape state behaviour and influence 

customary international law. The United Nations has spearheaded this effort through the Group 

of Governmental Experts (GGE) and the Open-Ended Working Group (OEWG), both tasked 

with advancing responsible state behaviour in cyberspace.24 The 2021 GGE report emphasized 

core principles such as due diligence, peaceful settlement of disputes, and prohibition of cyber 

operations against critical infrastructure.25 Although not legally binding, these norms have 

created a foundation for voluntary compliance and future legal codification. 

Similarly, regional initiatives such as the European Union’s proposed Artificial 

Intelligence Act have exerted significant normative influence beyond their jurisdictions.26 by 

establishing risk-based regulatory frameworks for AI technologies, these instruments 

contribute to the emergence of global standards, especially as multinational tech firms adjust 

compliance strategies across borders. 

These soft law instruments reflect the pragmatic reality of international governance in 

technologically fluid domains, where consensus on binding rules remains aspirational. 

B. Treaty Modernization 

While soft law has gained traction, long-standing treaties also require modernization to 

remain relevant in an era of technological disruption. The Outer Space Treaty (1967), for 

instance, prohibits the placement of weapons of mass destruction in orbit but is silent on 

emerging threats such as autonomous satellites or space-based AI systems.27 Similarly, the 

Geneva Conventions cornerstones of international humanitarian law do not account for 

 
24  U.N. Gen. Assembly, Report of the Group of Governmental Experts on Advancing Responsible State Behavior 
in Cyberspace in the Context of International Security, U.N. Doc. A/75/816 (May 28, 2021). 
25 Id. at 3–5.  
26 European Commission, Proposal for a Regulation of the European Parliament and of the Council Laying Down 
Harmonized Rules on Artificial Intelligence (Artificial Intelligence Act), COM (2021) 206 final. 
27 Treaty on Principles Governing the Activities of States in the Exploration and Use of Outer Space, Including 
the Moon and Other Celestial Bodies, Jan. 27, 1967, 18 U.S.T. 2410, 610 U.N.T.S. 205. 
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algorithmic decision-making in warfare or the use of AI to target combatants.28 

Scholars and policymakers have proposed various avenues for updating these 

frameworks, ranging from interpretive innovations to entirely new multilateral instruments. 

James C. Dunlop, for example, argues for a multilateral treaty architecture specifically 

designed to regulate AI, emphasizing the need for enforceable obligations, ethical guidelines, 

and transnational oversight mechanisms.29 These reforms would not only close normative gaps 

but also help manage risks associated with dual-use technologies and autonomous systems. 

The challenge lies in balancing technological innovation with fundamental legal and 

ethical principles, ensuring that international law evolves without compromising its normative 

core. 

V. Ethical Dimensions and Human Rights 

As emerging technologies become deeply embedded in governance, defence, and daily 

life, their impact on human rights and ethical principles has grown increasingly acute. Unlike 

traditional legal concerns rooted in state sovereignty or treaty compliance, the ethical 

challenges posed by technologies such as artificial intelligence (AI), surveillance systems, and 

algorithmic decision-making cut across legal systems and directly implicate human dignity and 

fundamental freedoms. This section focuses on three critical dimensions: the right to privacy, 

due process, and freedom of expression. 

A. Privacy in the Age of Surveillance 

Mass surveillance enabled by AI-powered analytics, biometric databases, and 

ubiquitous data tracking poses profound threats to individual privacy. The U.N. Special 

Rapporteur on the Right to Privacy has warned that widespread use of digital surveillance tools, 

often justified on grounds of national security or pandemic response, risks eroding legal 

safeguards and democratic accountability.30 Facial recognition technologies, predictive 

 
28 Tim McFarland, Autonomous Weapon Systems and the Law of Armed Conflict 132–34 (Cambridge Univ. Press 
2020). 
29 James C. Dunlop, AI, Law, and Multilateralism, 45 Yale J. Int'l L. Online 22, 25–27 (2023). 
30  U.N. Special Rapporteur on the Right to Privacy, Report on Surveillance and Privacy in the Digital Age, U.N. 
Doc. A/HRC/40/63 (Mar. 5, 2019). 
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policing algorithms, and global data-sharing agreements have created surveillance 

architectures with little oversight or recourse for affected individuals.31 

These trends are not limited to authoritarian regimes; liberal democracies, too, have 

expanded digital surveillance capabilities, often in ways that bypass judicial scrutiny. The 

resulting asymmetry between technological capacity and legal restraint undermines public trust 

and challenges the universality of human rights norms. 

Inadequate protection of privacy rights risks establishing a permanent state of 

exception, where technological efficiency trumps constitutional guarantees. 

B. Algorithmic Bias and Due Process 

AI systems increasingly influence decisions affecting rights to housing, employment, 

credit, bail, and parole. Yet these systems often operate in opaque ways and inherit biases 

embedded in their training data.32 Without transparency, accountability, or opportunities for 

appeal, affected individuals may face decisions devoid of meaningful due process.33 

Moreover, the lack of explainability in many machine-learning models challenges the 

basic principle of legal reasoning: that individuals should be able to understand and contest 

decisions affecting their rights. This disconnects between AI's “black box” nature and the 

procedural guarantees of justice systems presents an urgent normative dilemma. 

C. Freedom of Expression in Digital Governance 

Content moderation algorithms, social media filtering, and automated takedowns 

impact the right to freedom of expression, especially in politically sensitive or conflict-prone 

contexts. While these tools can reduce misinformation or hate speech, they may also lead to 

over-censorship and the silencing of dissenting voices.34 

 
31 U.N. Human Rights Office of the High Commissioner, The Right to Privacy in the Digital Age: Report of the 
High Commissioner, U.N. Doc. A/HRC/27/37 (June 30, 2014). 
32 Sandra Wachter, Brent Mittelstadt & Chris Russell, Why Fairness Cannot Be Automated: Bridging the Gap 
Between EU Non-Discrimination Law and AI, 41 Comput. L. & Sec. Rev. 105567, 105572 (2021). 
33 Cary Coglianese & David Lehr, Regulating by Robot: Administrative Decision Making in the Machine Learning 
Era, 105 Geo. L.J. 1147, 1163–67 (2017). 
34 Evelyn Douek, The Rise of Content Cartels, 134 Harv. L. Rev. 1866, 1872–75 (2021). 
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The ethical stakes are high, particularly in jurisdictions lacking robust legal protections for 

speech. Unchecked algorithmic governance may chill democratic participation and shrink civic 

space, reinforcing dominant narratives while marginalizing vulnerable communities. 

VI. The Way Forward: Principles for Legal Reform 

The accelerating pace of technological development presents a defining challenge for 

international law. As innovations such as artificial intelligence, autonomous systems, and cyber 

operations outpace regulatory frameworks, reform is essential to preserve the legitimacy and 

efficacy of international legal regimes. A forward-looking legal response should be guided by 

three foundational principles: flexibility, transparency, and multilateralism. 

A. Flexibility: Interpreting Norms Dynamically 

International law must retain enough interpretive flexibility to adapt existing norms to 

emerging technological realities. This approach avoids the impracticality of drafting entirely 

new treaties for each innovation while still offering normative guidance. For instance, rules on 

state responsibility, use of force, and due diligence may be extended via lex lata interpretations 

to cyber operations, AI deployment, and beyond.35 

Asaf Lubin emphasizes the importance of interpretive agility in cybersecurity contexts, 

noting that rigid legal categories often fail to capture the nuanced functions of cyber 

intelligence operations.36 A dynamic reading of international norms enables continued 

relevance without sacrificing legal consistency or coherence. 

B. Transparency: Legal Standards for Algorithmic Accountability 

As machine learning systems increasingly perform tasks traditionally carried out by 

legal or political actors, demands for algorithmic transparency are mounting.37 States and 

corporations deploying such systems should be subject to legal obligations ensuring 

explainability, auditability, and accountability. This includes procedural safeguards that enable 

individuals to understand, challenge, and rectify AI-generated decisions that affect their rights. 

 
35 Michael N. Schmitt (ed.), Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations 23–27 
(Cambridge Univ. Press 2017). 
36 Asaf Lubin, Cybersecurity and the Intelligence-Law Paradox, 96 Ind. L.J. 483, 501–07 (2021). 
37 Joshua A. Kroll et al., Accountable Algorithms, 165 U. Pa. L. Rev. 633, 638–40 (2017). 
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Without legal frameworks mandating transparency, opaque decision-making processes 

risk undermining democratic oversight, eroding public trust, and exacerbating social 

inequalities.38 Codifying these obligations through soft law, model rules, or binding treaties 

would align technological governance with core human rights values. 

C. Multilateralism: Institutional Innovation and Global Cooperation 

Technological disruption is transboundary by nature, rendering unilateral or fragmented 

legal responses ineffective. Multilateral cooperation remains indispensable for addressing 

normative gaps and promoting consensus-based standards.39 

Emerging initiatives such as the Global Partnership on AI, the OECD AI Principles, 

and the UN’s OEWG on cybersecurity represent early steps toward broader institutional 

frameworks. However, lasting reform will require more ambitious multilateral instruments and 

the establishment of new institutions tailored to technological governance. These bodies must 

be inclusive, ethically grounded, and equipped with enforcement mechanisms robust enough 

to meet the pace of innovation. 

Multilateralism is not merely a diplomatic strategy it is a normative imperative for 

ensuring justice, peace, and equity in a digitally interconnected world.  

VII. Conclusion 

The evolving landscape of emerging technologies from artificial intelligence and 

autonomous weapons to blockchain systems and cyber operations presents profound legal, 

ethical, and institutional challenges. As these innovations transcend borders and disrupt 

traditional governance models, international law must become more responsive, inclusive, and 

adaptive. Legal stagnation risks eroding global order, undermining human rights, and creating 

fragmented regulatory silos. 

The trajectory of international law in the digital age depends on its capacity to anticipate 

disruption, interpret existing norms dynamically, and foster new legal architectures that are as 

 
38 Margot E. Kaminski, Binary Governance: Lessons from the GDPR’s Approach to Algorithmic Accountability, 
92 S. Cal. L. Rev. 1529, 1533–36 (2019).  
39 James C. Dunlop, AI, Law, and Multilateralism, 45 Yale J. Int’l L. Online 22, 29–31 (2023). 
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innovative as the technologies they regulate.40 This transformation must be anchored in three 

principles: flexibility in interpretation, transparency in decision-making systems, and 

multilateralism in norm creation.41 

Ultimately, the legitimacy of international law will be measured not only by its formal 

doctrines, but by its ethical commitment to human dignity, democratic values, and global 

equity.42 as technological frontiers continue to expand into cyberspace, cognitive systems, and 

beyond adaptive governance will become the cornerstone of legal relevance. Only through 

robust, inclusive, and future-proof legal regimes can the international community ensure that 

technological progress aligns with shared norms of justice, peace, and human rights. 

 

 
40 Asaf Lubin, Cybersecurity and the Intelligence-Law Paradox, 96 Ind. L.J. 483, 502–07 (2021). 
41 U.N. Group of Governmental Experts, Advancing Responsible State Behavior in Cyberspace in the Context of 
International Security, U.N. Doc. A/75/816 (May 28, 2021). 
42 U.N. Special Rapporteur on the Right to Privacy, Report on Surveillance and Privacy in the Digital Age, U.N. 
Doc. A/HRC/40/63 (Mar. 5, 2019). 


