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ABSTRACT

Deepfake technology, which leverages artificial intelligence to create highly
realistic fake videos, poses significant threats to individual privacy and
societal stability. In India, the rapid spread of deepfakes has raised concerns
about their potential to spread misinformation, manipulate public opinion,
and infringe on personal rights. This article examines the legal framework in
India, particularly the Digital Personal Data Protection (DPDP) Act of 2023,
and its effectiveness in addressing the challenges posed by deepfakes. It also
explores recent developments as of 2025, including advancements in
detection technologies and legislative updates. The article concludes with
recommendations for strengthening legal and policy measures to combat the
misuse of deepfake technology.
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Introduction

Deepfake technology, blending "deep learning" and "fake," uses artificial intelligence to
produce synthetic media where a person's likeness is convincingly altered or replaced. Initially
a tool for entertainment and creative expression, deepfakes have increasingly been exploited
for malicious purposes, such as spreading misinformation, manipulating public opinion, and
violating individual privacy. In India, the issue gained prominence during the 2020 Delhi
assembly polls when a manipulated video of a political leader surfaced, marking the first
notable use of deepfakes in Indian elections. This incident underscored the technology's

potential to disrupt democratic processes and highlighted the urgent need for robust safeguards.

The proliferation of deepfakes in India has since escalated, with implications for social stability,
electoral integrity, and personal rights. High-profile cases, such as the circulation of deepfake
videos targeting celebrities, have further amplified public and governmental concern. This
article explores the multifaceted challenges posed by deepfake technology in India, focusing
on its impact on privacy and the adequacy of the current legal framework, notably the Digital
Personal Data Protection (DPDP) Act of 2023. It also integrates recent developments as of
2025, reflecting the evolving landscape, and offers recommendations to bolster legal and policy

responsces.

The Evolution of Deepfake Technology

Deepfake technology emerged in the early 2010s with the advent of generative adversarial
networks (GANSs), pioneered by Ian Goodfellow. GANSs pit two neural networks—a generator
and a discriminator—against each other to produce increasingly realistic synthetic media. Early
deepfakes involved basic face-swapping, often detectable due to blurry edges or unnatural skin
tones. However, advancements in machine learning have since refined the technology, enabling

the replication of lip movements, vocal patterns, and even real-time video manipulation.

The accessibility of deepfake tools has surged, fueled by open-source software and user-
friendly applications. This democratization has empowered individuals with minimal technical
expertise to create convincing fakes, amplifying the technology's reach. By 2025, deepfakes
have evolved to include voice cloning, gesture simulation, and the generation of entirely

synthetic personas, blurring the line between reality and fabrication. These advancements have
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outpaced traditional detection methods, posing significant challenges for regulators and

technologists alike.

Deepfakes and Privacy Concerns

Deepfakes threaten individual privacy in profound ways. A prominent example is non-
consensual pornography, where a person's face is superimposed onto explicit content without
their consent, causing emotional distress and reputational harm. Beyond this, deepfakes enable
impersonation, allowing malicious actors to fabricate statements or actions attributed to

individuals, potentially leading to legal or social consequences.

The psychological toll on victims is severe, often resulting in anxiety, depression, and a
pervasive sense of vulnerability. Societally, deepfakes erode trust in media, as the authenticity
of visual and audio content becomes suspect. In India, incidents like the 2023 deepfake video
of a prominent actress and the 2024 election-related manipulations have spotlighted these risks,
prompting calls for stronger protections. As of 2025, the increasing sophistication of deepfakes

continues to amplify these privacy concerns, necessitating urgent action.

Legal Framework & Case Laws in India

India’s legal response to deepfakes primarily involves the Digital Personal Data Protection
(DPDP) Act of 2023, which safeguards personal data but has limited applicability to synthetic
media. Complementary laws, such as Sections 67 and 66D of the Information Technology (IT)
Act, 2000, address obscene content and impersonation, while Section 500 of the Indian Penal
Code (IPC) covers defamation. However, judicial precedents provide critical insights into
addressing deepfake misuse. In Justice K.S. Puttaswamy (Retd.) v. Union of India (2017) 10
SCC 1, the Supreme Court recognized privacy as a fundamental right under Article 21,
encompassing informational privacy and control over one’s likeness, offering a constitutional
basis to challenge deepfake violations. This ruling supports claims for removing non-
consensual deepfake content, aligning with the DPDP Act’s privacy protections. In Anil Kapoor
v. Simply Life India & Ors. (2023) CS(COMM) 686/2023, the Delhi High Court granted an
injunction to protect Anil Kapoor’s personality rights against deepfake misuse for commercial
and derogatory purposes, invoking IT Act Section 66E and privacy rights, setting a precedent
for celebrities facing similar violations. Similarly, Amitabh Bachchan v. Rajat Negi & Ors.

(2022) CS(COMM) 719/2022 saw the Delhi High Court restrain unauthorized use of
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Bachchan’s image and voice in deepfakes, emphasizing IP and privacy protections under the
Copyright Act, 1957, and Article 21. In Nirmaan Malhotra v. Tushita Kaul (2024), the court
acknowledged the challenge of deepfake evidence in an alimony dispute, noting that
manipulated images could delay justice, highlighting the need for forensic Al tools to verify
digital evidence. National Stock Exchange of India Ltd. v. Meta Platforms, Inc. & Ors. (2024)
addressed deepfake videos promoting fraudulent investment schemes, with the court ordering
takedowns under IT Act Section 66D, underscoring deepfakes’ role in financial fraud. Myspace
Inc. v. Super Cassettes Industries Ltd. (2011) 48 PTC 49 (Del) clarified intermediary
obligations under IT Act Section 79 to remove illegal content, including deepfakes, upon
notice, though detection challenges persist. R.G. Anand v. Delux Films (1978) 4 SCC 118
established that unauthorized use of copyrighted material violates IP rights, applicable to
deepfakes exploiting copyrighted images or videos. Mahendra Kumar Jain v. State of W.B.
(2018) reinforced the right to be forgotten, supporting deepfake victims’ efforts to erase
harmful content. A.N. Parasuraman v. State of Tamil Nadu (1999) 4 SCC 683 and Agricultural
Market Committee v. Shalimar Chemical Works Ltd. (1997) Supp. (1) SCR 164 criticized
excessive legislative discretion, relevant to DPDP Act exemptions that could undermine
deepfake regulation. These cases collectively highlight the judiciary’s reliance on privacy, IP,
and cybercrime laws to address deepfakes, but their limitations—due to enforcement
challenges and the lack of specific legislation—support the need for amendments to the DPDP
Act and IPC to explicitly cover synthetic media and synthetic personas, as well as protections

for deceased individuals’ data.

Detection and Prevention Techniques

Detecting deepfakes is a dynamic challenge, as each detection breakthrough is met with
algorithmic improvements from creators. Early methods identified visual flaws like irregular
blinking, but modern deepfakes have overcome these. Current state-of-the-art techniques
analyze subtle anomalies, such as frequency distortions or pixel irregularities, using machine

learning trained on extensive datasets.

Prevention strategies include blockchain-based verification, which tracks video authenticity
via immutable digital fingerprints. Social media platforms have also adopted Al-driven tools
to flag suspicious content, while India’s government has partnered with tech firms to establish

a national detection framework by 2025. These efforts aim to curb deepfake proliferation,
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though the technology’s rapid evolution demands continuous innovation.

Recent Developments as of 2025

By 2025, India has made strides in combating deepfakes. Technologically, quantum computing
has enhanced detection algorithms, enabling real-time analysis of video authenticity. Al
advancements now detect micro-expressions, further refining identification capabilities.
Legislatively, the Deepfake Regulation Act of 2024 has been complemented by international

agreements, fostering global cooperation against deepfake threats.

Public awareness campaigns, launched in 2024, have educated citizens on identifying
deepfakes, bolstering societal resilience. However, the growing accessibility of deepfake tools

and jurisdictional challenges persist, underscoring the need for sustained efforts.

Recommendations for Legal and Policy Amendments

To strengthen India’s response, the following measures are proposed:

1. Enhance the DPDP Act: Include provisions explicitly addressing synthetic media,

offering legal recourse for unauthorized likeness use.

2. Update Criminal Laws: Amend the IPC’s personation definition to cover synthetic

personas, closing loopholes for non-existent identities.

3. Protect Deceased Individuals’ Data: Extend DPDP protections to deceased persons,

empowering heirs to manage their data.

4. Boost International Collaboration: Harmonize laws and share detection technologies

globally.

5. Fund Research: Invest in cutting-edge detection methods, like quantum computing, to

stay ahead of deepfake advancements.

6. Strengthen Enforcement: Create specialized law enforcement units to tackle deepfake

crimes effectively.
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Conclusion

Deepfake technology represents a formidable challenge to privacy, security, and societal trust
in India, with its potential to disrupt democratic processes, harm individuals, and undermine
institutional credibility. The rapid evolution of this technology, fueled by advancements in
artificial intelligence, has outpaced existing legal and technological countermeasures, creating
an urgent need for comprehensive reform. While the Digital Personal Data Protection (DPDP)
Act of 2023 and the Deepfake Regulation Act of 2024 have laid a foundation for addressing
these threats, their limitations—such as inadequate coverage of synthetic media and

enforcement challenges—highlight the need for further action.

The proposed amendments, including enhancing the DPDP Act, updating criminal laws, and
protecting deceased individuals’ data, aim to create a robust legal framework capable of
addressing both current and emerging deepfake threats. Moreover, the integration of cutting-
edge technologies like blockchain and quantum computing, alongside international
collaboration, is essential to stay ahead of malicious actors. Public awareness and education,
bolstered by campaigns launched in 2024, play a critical role in building societal resilience

against misinformation.

Looking forward, India must adopt a proactive and multi-faceted approach, combining
legislative innovation, technological advancement, and global cooperation. By fostering a
culture of vigilance and investing in research, India can mitigate the risks posed by deepfakes,
safeguarding individual privacy and the integrity of its democratic institutions. Failure to act
decisively risks allowing deepfakes to become an uncontrollable force, eroding trust and
stability in an increasingly digital world. The time to address this nascent yet rapidly growing
threat is now, ensuring that India remains a leader in balancing technological progress with

ethical governance.
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