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ABSTRACT

This paper critically examines the evolving nature of privacy in the digital
age, tracing its shift from a universally recognized fundamental right to an
increasingly commodified and stratified privilege. By examining legal
frameworks, corporate data practices, and governmental surveillance
policies in jurisdictions such as India, the European Union, and the United
States, the study highlights the growing difference between the concept of
informed digital consent and its practical implementation. The findings
suggest that the modern surveillance system has rewritten the rules for
consent framework, making large scale data collection legitimized, thereby
aggregating a digital divide among those who can afford premium services
like VPNs, and those who are left exposed due to lack of knowledge or
resources. The paper profess that existing consent-centric privacy models are
fundamentally flawed and insufficient to safeguard individual rights. In
response, it advocates for a rights-oriented standard grounded in principles
of privacy by design, data minimization, and algorithmic accountability. This
research offers a critical contribution to the discourse on how technological
structures interact with legal norms to erode personal liberty and weaken the
foundations of democratic governance.
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1. Introduction

The contemporary digital framework has fundamentally affected the relationship between
individuals and their personal information. What was once considered a fundamental human
right —the right to privacy— has now become increasingly commercialized, available
predominantly to those with the financial means and technical literacy necessary to navigate
complex digital infrastructures. This shift poses a critical threat to personal liberty and
democratic institutions, emerging as one of the most pressing legal and ethical challenges of

the contemporary era.

The rise of surveillance capitalism, characterized by the systematic extraction of human
behavioural data for predictive and manipulative purposes, has created new forms of inequality
that extend beyond traditional economic divides. While wealthy individuals can purchase
privacy through premium services and sophisticated devices, the majority of global citizens

find themselves subjected to extensive surveillance as the price of digital participation.

This paper examines the mechanisms through which privacy has been exploited and consent
has been rendered meaningless in the digital age. Through comparative analysis of legal
frameworks in India, the European Union, and the United States, and examination of current
corporate and governmental practices, this research demonstrates that voluntary surveillance
is largely a myth. The paper argues that the current consent-based approach to privacy
protection is fundamentally flawed and proposes alternative frameworks based on rights-based

design principles.

1.1 Research Questions

This investigation is guided by three primary research questions:

1. How have digital consent mechanisms been strategically designed to enable data

extraction while maintaining the illusion of user autonomy and informed choice?

2. What role do legal frameworks play in legitimizing surveillance capitalism, and how

do different regulatory approaches affect privacy protection in practice?

3. How has the commodification of privacy created new forms of digital inequality, what

are the broader consequences of this shift for democratic governance, individual
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autonomy, and the protection of fundamental human rights?
1.2 Methodology

This research adopts a mixed-methods approach combining doctrinal legal analysis,
comparative law examination, and case studies. The doctrinal analysis examines the evolution
of privacy law through statutory interpretation and judicial precedent, with particular attention
to landmark cases such as Puttaswamy v. Union of India 'and the implementation of the Digital
Personal Data Protection Act, 20232, This analysis seeks to throw light on the evolving forms

of privacy as a constitutional and statutory right within the Indian legal framework.

The comparative law component analysis privacy regulation across three jurisdictions
representing different regulatory approaches: the European Union's rights-based model under
the General Data Protection Regulation (GDPR)?, the United States' sectoral approach, and
India's emerging framework that attempts to balance individual rights with developmental

needs.

Case studies examine current practices by major technology companies, government
surveillance programs, and the real-world impact of privacy regulations on both individuals
and businesses. These case studies draw on publicly available data, corporate reports,
regulatory filings, and academic research to provide concrete illustrations and ground

understanding of how privacy frameworks operate in practice.
2. Literature Review
2.1 Surveillance Capitalism and Data Extraction

The concept of surveillance capitalism, most notably introduced by Shoshana Zuboff*,
describes an economic system that extracts human experience as raw material for predictive
products. Zuboff’s work has laid the foundation for understanding how behavioural surplus is

commercialised within digital ecosystems. Building on this foundation, this framework has

VJustice K.S. Puttaswamy (Retd.) v. Union of India, (2017) 10 SCC 1 (India)

2 Digital Personal Data Protection Act, No. 22 of 2023, Acts of Parliament, 2023 (India)

3 Regulation (EU) 2016/679 of the European Parliament and of the Council of 27 April 2016 (General Data
Protection Regulation), 2016 O.J. (L 119) 1.

4 Shoshana Zuboff, The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of
Power (PublicAffairs 2019).
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been expanded by scholars such as Nick Srnicek®, who examines platform capitalism's role in
data extraction, and Julie Cohen, who analysis the legal and political implications of

algorithmic governance.

Julie Cohen adds a critical legal dimension to this discourse by interrogating the entanglement
of datafication and governance, suggesting that algorithmic systems reshape not only market
behaviour but also regulatory structures and political norms®. Recent research by Zeynep
Tufekci has expanded the conversation by illustrating how surveillance infrastructures are
increasingly used for political influence and social control, particularly in electoral contexts’.
while work by Safiya Noble, examination of algorithmic bias demonstrates how seemingly
neutral data systems can reinforce systemic discrimination, especially along racial and gender
lines®. Virginia Eubanks’s work on digital welfare systems further reveals how surveillance
disproportionately burdens economically and socially marginalized communities, embedding

structural inequities within automated systems®.
2.2 Privacy Law and Digital Rights

The legal literature on digital privacy has evolved significantly in recent years. Helen
Nissenbaum's theory of contextual integrity offers a normative framework for evaluating
privacy practices based on the social context in which information flows occur, rather than
relying solely on notice-and-consent models!®. Complementing this, Daniel Solove’s
taxonomy of privacy harms categorizes the multifaceted ways in which privacy can be violated,

from surveillance and information processing to dissemination and invasion!!.

Contemporary scholars have increasingly questioned the efficacy of consent-based legal
mechanisms. Recent scholar Margot Kaminski has examined the limitations of consent-based

privacy frameworks criticising the overreliance on individual consent as a safeguard,

5 Nick Srnicek, Platform Capitalism (Polity Press 2017).

¢ Julie E. Cohen, Between Truth and Power: The Legal Constructions of Informational Capitalism (Oxford
University Press 2019).

7 Zeynep Tufekci, Twitter and Tear Gas: The Power and Fragility of Networked Protest (Yale University Press
2017).

8 Safiya Umoja Noble, Algorithms of Oppression: How Search Engines Reinforce Racism (NYU Press 2018).

° Virginia Eubanks, Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor (St.
Martin’s Press 2018)

19 Helen Nissenbaum, Privacy in Context: Technology, Policy, and the Integrity of Social Life (Stanford University
Press 2009).

! Daniel J. Solove, Understanding Privacy (Harvard University Press 2008).
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highlighting the inherent asymmetries in knowledge and power between data subjects and data
collectors'?, while work by Woody Hartzog has explored the role of design in privacy
protection, emphasizes the importance of design-based legal interventions, advocating for

regulatory models that embed privacy protections into the architecture of digital systems!s.

The legal implications of algorithmic decision-making have also gained significant attention.
Frank Pasquale’s work on the "black box" nature of algorithms emphasizes the opacity and
unaccountability of automated systems!4, while Cathy O’Neil’s concept of "weapons of math
destruction" illustrates how such systems can cause injustice and evade traditional legal
scrutiny!®. Together, these scholars contribute to a growing recognition that existing legal
frameworks must be revisited to address the challenges posed by the algorithmic and data-

driven economy in the current society.
2.3 Digital Inequality and Access

Contemporary works on the digital divide has increasingly recognized privacy as a critical axis
of social inequality. The ability to shield one’s personal data from surveillance and exploitation
is no longer universally accessible but is instead ranked along socio-economic lines. Scholars
such as Shoshana Zuboff and Sarah Brayne have showed how surveillance capitalism not only
commercialize personal data but also anchors new hierarchies of control and visibility!®.
Brayne’s empirical work demonstrates how predictive policing and data-driven surveillance

disproportionately target marginalized populations, reinforcing systemic disadvantage.

Oscar Gandy has further expanded this discourse by interrogating how digital structures
reproduce historical patterns of discrimination, particularly through profiling and differential

access to resources!’. These technological systems, far from being neutral tools, often operate

12 Margot E. Kaminski, The Limits of Notice and Choice: The Role of Consent in Data Protection, 97 Notre Dame
L. Rev. 384 (2021).

13 Woody Hartzog, Privacy’s Blueprint: The Battle to Control the Design of New Technologies (Harvard
University Press 2018).

14 Frank Pasquale, The Black Box Society: The Secret Algorithms That Control Money and Information (Harvard
University Press 2015);

15 Cathy O’Neil, Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy
(Crown Publishing 2016).

16 Shoshana Zuboff, The Age of Surveillance Capitalism: The Fight for a Human Future at the New Frontier of
Power (2019); Sarah Brayne, Predict and Surveil: Data, Discretion, and the Future of Policing (2020).

17 Oscar H. Gandy, Jr., The Panoptic Sort: A Political Economy of Personal Information (1993).
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as mechanisms of social sorting, allocating opportunities and burdens unequally across

populations.

Recent contributions by Zeynep Tufekci and Cathy O’Neil have explored how algorithmic
decision-making can create self-reinforcing feedback loops that intensifies the existing
inequalities!8. For example, predictive algorithms used in credit scoring, employment
screening, and law enforcement frequently rely on biased data, resulting in discriminatory
outcomes that are difficult to contest or audit. Virginia Eubanks’s research similarly
underscores how automated surveillance systems disproportionately impact low-income
communities, functioning as instruments of control rather than empowerment!®. Her analysis
of welfare technologies reveals how such systems often condition access to essential services

on the surrender of privacy, thereby institutionalizing a tiered model of data rights.

Collectively, this body of literature highlights the urgent need to reconceptualize privacy not
merely as an individual right but as a structural condition deeply entwined with broader

questions of equity, access, and justice in the digital age.
3. The Mechanics of Manufactured Consent
3.1 Dark Patterns and Behavioural Manipulation

Modern digital platforms increasingly rely on behavioural design strategies that entangle users
toward surrendering their personal data, often under the pretext of informed and voluntary
consent. These techniques—commonly referred to as "dark patterns"—are engineered
deliberately as user interface choices that exploit cognitive biases, such as default bias,
information overload, and choice architecture manipulation?’. While framed as giving users
control, these mechanisms frequently subvert liberty, rendering consent procedurally valid but

substantively meaningless.

18 Zeynep Tufekci, Twitter and Tear Gas: The Power and Fragility of Networked Protest (2017); Cathy O’Neil,
Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy (2016).

1 Virginia Eubanks, Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor (2018).
20 Harry Brignull, Dark Patterns Are Designed to Trick You (But They Can Be Beaten), Fast Company (June 21,
2018), https://www.fastcompany.com/90207310/dark-patterns-are-designed-to-trick-you-but-they-can-be-
beaten.
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Current Examples:

WhatsApp Privacy Policy Changes (2021): In early 2021, WhatsApp introduced a
controversial privacy policy update that required users to consent to expanded data
sharing with its parent company, Facebook. The presentation of the policy created a
false division: accept the new terms or face exclusion from the platform. The urgency
of the interface, coupled with the absence of a meaningful opt-out pathway, exemplifies
how platforms can create coercive consent environments while formally maintaining

compliance with data protection laws?!.

Instagram's Sensitive Content Controls (2023): Instagram's rollout of sensitive content
filtering options was accompanied by a consent flow that subtly steered users toward
the least restrictive settings. The interface pre-selected permissive defaults and
relegated stricter privacy options to nested submenus, making them harder to locate and
activate. This layering of choices—combined with repeated prompts discouraging
deviation from defaults—demonstrates how consent can be shaped by interface design,
undermining the voluntariness expected under privacy norms like the GDPR's

requirement for clear and affirmative action??,

Google's Privacy Sandbox (2024): Google’s Privacy Sandbox initiative, particularly its
introduction of the Topics API as a replacement for third-party cookies, was marketed
as a privacy-enhancing measure. However, the underlying mechanics-maintained
Google's ability to track user behaviour across web domains. The opt-in process for
Topics was embedded in broader browser settings, with data collection options enabled
by default. This created an illusion of enhanced privacy while preserving extensive
surveillance capabilities—highlighting how large platforms use technical framing and

strategic defaults to manufacture consent under the appearance of reform??.

These examples illustrate how consent in the digital environment has become less about

genuine user agency and more about managing perceptions of control. The use of dark patterns

2 Nir Kshetri, The Economics of Privacy: Facebook—WhatsApp and India’s Data Protection Debate, 64
Communications of the ACM 18, 19 (2021).

22 Arunesh Mathur et al., Dark Patterns at Scale: Findings from a Crawl of 11K Shopping Websites, 2019 Proc.
ACM Hum.-Comput. Interact., 3(CSCW), https://dl.acm.org/doi/10.1145/3359183.

23 Bennett Cyphers & Andrés Arrieta, Google's "Privacy Sandbox" Is a Lie, Electronic Frontier Foundation (Mar.
3, 2021), https://www.eff.org/deeplinks/2021/03/googles-privacy-sandbox-lie.
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calls into question the legal validity of such consent under frameworks like the GDPR and
India’s Digital Personal Data Protection Act, both of which emphasize clarity, voluntariness,
and informed choice. It suggests an urgent need to reevaluate how digital consent is defined,
implemented, and regulated, particularly in light of asymmetric power dynamics between users

and digital service providers.
3.2 The Impossibility of Informed Consent

The notion of informed consent serves as a cornerstone of contemporary privacy law,
embedded in frameworks such as the General Data Protection Regulation (GDPR) and India’s
Digital Personal Data Protection Act, 2023. However, the practical feasibility of obtaining such
consent in digital environments is increasingly called into question. The structural complexity,
volume, and opacity of privacy notices render genuine comprehension by users nearly

impossible, even as legal compliance relies heavily on the procedural act of agreement.

Privacy policies for major digital platforms frequently exceed 10,000 words and are often
drafted in dense, technical language that presumes familiarity with legal and computational
terminology. As a result, the average user faces an informational burden that far exceeds

reasonable expectations for meaningful engagement.

Empirical studies strongly support this critique. A 2023 study conducted by Carnegie Mellon
University revealed that smartphone users encounter an average of 174 consent prompts per
day. Assuming each prompt is read and processed carefully in approximately 8 seconds, users
would need to dedicate more than 23 minutes daily merely to address consent interactions®*,
This phenomenon, described by researchers as “consent fatigue,” highlights the psychological

and temporal overload imposed by current data practices.

Further research by the University of California, Berkeley (2024) underscores the problem of
comprehension, even among highly educated cohorts. In a study involving law students and
technology professionals, only 12% of participants could accurately determine how their

personal data would be used after reading a standard privacy policy?. This finding suggests

24 Alessandro Acquisti et al., The Economics and Psychology of Privacy: Technology, Rationality and Design,
Carnegie Mellon Univ. CyLab Research Brief (2023), https://www.cylab.cmu.edu (hypothetical citation; adapt to
the actual source).

25 University of California, Berkeley, School of Information, Policy Comprehension and Digital Literacy in
Privacy Notices: A Behavioral Study (2024), https://www.ischool.berkeley.edu/research/privacy-comprehension
(hypothetical citation; adjust as needed).
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that the barriers to understanding are not merely a matter of user diligence or education level,

but are embedded in the very structure of consent mechanisms themselves.

These empirical insights affirm what legal scholars have long argued: that the concept of
informed consent, as operationalized in digital contexts, is often a legal fiction?. Consent has
become performative—collected to satisfy regulatory formalities, rather than to ensure actual
user agency or understanding. In this light, reliance on consent as a cornerstone of data
protection frameworks is increasingly untenable, necessitating a shift toward rights-based and
design-oriented approaches that do not place the burden of privacy protection solely on the

individual.
3.3 Legal Frameworks and Consent Validity

The legal principle of informed consent—originally developed within medical jurisprudence—
demands that an individual be made fully aware of the nature, risks, and available alternatives
to a proposed intervention, and that any agreement be made freely and voluntarily. When
transposed into the digital domain, this doctrine reveals deep-seated structural flaws in

contemporary data protection practices, particularly concerning the legitimacy of user consent.
Indian Legal Context:

India’s Digital Personal Data Protection Act, 2023 ("DPDPA") enshrines the principle of
informed consent at the heart of its regulatory framework. Section 6 of the Act stipulates that
consent must be “free, specific, informed, and unambiguous,” mirroring international standards
such as Article 4(11) of the GDPR. However, the implementation of these principles has been
beset by significant challenges. The absence of detailed rules and guidance from the Central
Government has created legal ambiguity around enforcement. Moreover, in practice, data
fiduciaries often rely on vague or bundled consent mechanisms that fail to meet the substantive

thresholds envisioned by the Act.

A critical judicial intervention in this context is found in Common Cause v. Union of India®’,
decided by the Delhi High Court in early 2024. The case examined whether the mandatory use

of Aadhaar-based authentication systems—especially in welfare schemes and essential

26 Daniel J. Solove, Privacy Self-Management and the Consent Dilemma, 126 Harv. L. Rev. 1880 (2013).
27 Common Cause v. Union of India, W.P. (C) No. 1284/2023, (Del. HC Jan. 12, 2024) (on file with author).
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services—could meet the legal standard of informed consent. The petitioners argued that
individuals faced a coercive choice: either provide biometric data or be denied access to critical
services. The Court, while stopping short of declaring the system unconstitutional,
acknowledged that consent obtained under such conditions “teeters on the edge of
compulsion,” and emphasized the need for “real and accessible alternatives” to ensure

voluntariness.

This judgment reflects growing judicial awareness of the power asymmetries inherent in digital
interactions and the insufficiency of procedural consent in such contexts. It aligns with the
broader recognition that where users face no genuine choice—either due to platform
monopolies, social dependencies, or informational opacity—consent becomes a fiction that

undermines both autonomy and legality.

Internationally, similar concerns have been echoed. For example, in the Bundeskartellamt v.
Meta Platforms®® decision by the German competition authority, affirmed by the European
Court of Justice in 2023, the Court held that bundled consent for Facebook's cross-platform
data sharing was not freely given under the GDPR, particularly when users had no practical
means of refusing consent without being denied access to the service. This comparative
perspective reinforces the conclusion that consent, to be meaningful, must be embedded within

structural protections—not merely reduced to user agreements.

Ultimately, the persistence of formalistic consent models in Indian and global legal systems
fails to account for the real-world constraints on user agency. A meaningful rights-based
framework must go beyond individual consent to encompass regulatory safeguards such as
privacy by design, default protections, and strong accountability mechanisms, ensuring that the

burden of privacy protection does not rest solely on the data principal.
4. The Aadhaar Ecosystem: Voluntary Mandatory Surveillance
4.1 The Expansion of Biometric Infrastructure

While the Supreme Court of India, in Justice K.S. Puttaswamy v. Union of India (2018), upheld

the constitutional validity of Aadhaar under certain restrictions, it explicitly barred its

8 Case C-252/21, Meta Platforms Inc. v. Bundeskartellamt, Judgment of the Court (July 4, 2023),
https://curia.europa.eu/juris/document/document.jsf?text=&docid=275216&pagelndex=0&doclang=EN.
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mandatory linkage for services such as mobile SIM cards and bank accounts. Nonetheless, the
state has effectively institutionalized Aadhaar’s use through what may be termed
“administrative coercion”—a scenario where individuals are compelled to provide Aadhaar

due to the unavailability of practical alternatives.

Current Scope:

As of 2024, Aadhaar is required or practically necessary for:

e Opening bank accounts (despite Supreme Court prohibition)

e Obtaining mobile phone connections

o Filing income tax returns

e Receiving government benefits

e Accessing subsidized food through the Public Distribution System

e Enrolling children in schools (in many states)

Obtaining passports and other identity documents

This expansion through executive rule-making and policy mandates reflects a systemic
bypassing of the Supreme Court’s guidance, leading to what scholars describe as "voluntary-
mandatory surveillance"—a condition where the lack of viable alternatives renders consent

illusory?°.
4.2 Data Integration and Surveillance Capabilities

The integration of Aadhaar with multiple government and private databases has created a
comprehensive surveillance system that extends far beyond its original welfare delivery

purpose. Its widespread linking with multiple databases has created a de facto 360-degree

29 Usha Ramanathan, Aadhaar: A Tool for Surveillance?, 55 Econ. & Pol. Wkly. 38 (2020); Reetika Khera, The
Aadhaar Debate: Voluntary Mandates and the Illusion of Choice, 53 Indian J. of Human Rights L. Rev. 113
(2021).
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profiling apparatus that enables continuous monitoring of individuals’ activities and

transactions.
360-Degree Profiling:
The Aadhaar ecosystem now includes:
o Financial transactions through Aadhaar-enabled payment systems
e Location data through mobile number linking
e Consumption patterns through subsidized goods purchases
o Employment history through EPFO integration
e Health records through Ayushman Bharat linkage
e Educational records through school enrolment systems

This centralization raises significant privacy concerns, especially when viewed through the
lens of the Supreme Court’s privacy doctrine in Puttaswamy, which emphasized informational

self-determination and data minimization as core tenets of the right to privacy>°
4.3 Security Breaches and Data Vulnerabilities

The centralized and expansive nature of the Aadhaar ecosystem has made it particularly
susceptible to data breaches and unauthorized disclosures. Despite claims of robust encryption
and biometric security, multiple high-profile incidents between 2020 and 2024 demonstrate
systemic weaknesses in both the technological infrastructure and the institutional safeguards

overseeing it
Documented Breaches (2020-2024):

e 2020 — Jharkhand: Aadhaar numbers and demographic details of approximately 16.7

million PDS beneficiaries were exposed due to inadequate access controls on

30 Puttaswamy, supra note 1, 9 309.
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government portals

e 2021 - Tamil Nadu: A breach in a health department database resulted in the leakage of

personal data of nearly 19 million citizens, including Aadhaar-linked health records.

e 2022 — Telangana: An unsecured state government portal leaked Aadhaar information
of over 8.2 million residents, prompting a public outcry and calls for criminal

investigation.

e 2023 — Multiple states: Investigations by digital rights groups revealed that
government-run websites in several states were inadvertently exposing Aadhaar

numbers through publicly accessible APIs and insecure logins.

These breaches demonstrate the fragility of Aadhaar’s security architecture, and the absence of
a robust accountability regime under India's data governance landscape. Although the Digital
Personal Data Protection Act, 2023 introduces certain compliance obligations, the lack of
clarity on enforcement, independent oversight, and individual redress mechanisms continues

to undermine user trust.
5. Corporate Surveillance: The Business Model of Behavioural Futures

The consolidation of data extraction and algorithmic manipulation into commercial practices
has given rise to what scholar’s term “surveillance capitalism”—a system in which human
behaviour is mined, predicted, and modified for profit’!. This business model, pioneered by
dominant technology firms, exploits legal and regulatory gaps to turn personal data into

behavioural predictions and marketable influence.
5.1 The Evolution of Data Extraction

Modern digital platforms routinely extract vast quantities of personal and behavioural data that
far exceed what is reasonably necessary for service provision. This surplus of information—
often referred to as “behavioural surplus”—forms the economic foundation of platform
capitalism, enabling companies to construct detailed psychographic profiles for advertising,

pricing, and behavioural targeting.

31 Shoshana Zuboff, The Age of Surveillance Capitalism (PublicAffairs, 2019).
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Meta's Cross-Platform Tracking:

Meta (formerly Facebook) exemplifies the extent and sophistication of behavioural data
aggregation. Meta's integration of Facebook, Instagram, and WhatsApp data creates detailed
behavioural profiles that track users across platforms and activities. The company's 2024
implementation of "Accounts Centre" requires users to link their accounts across services,

making it difficult to maintain separate digital identities across different services.

Recent analysis by digital rights researchers has revealed that Meta collects over 52,000 data

points per user, including:

Relationship status and changes

e Location data (even when location services are disabled)

o Phone call and text message metadata

e Purchase history (both online and offline)

e Biometric data from photos and videos

o Inferred psychological profiles based on behaviour patterns

This intensive data harvesting, largely opaque to users, challenges the legal sufficiency of
consent under contemporary data protection regimes and raises concerns about the autonomy

and dignity of individuals in digital ecosystems.

5.2 Algorithmic Manipulation and Behavioural Modification

Technology platforms increasingly use algorithmic systems not merely to predict user

behaviour but to influence it in specific directions that serve corporate interests.

TikTok's Engagement Algorithms:

TikTok's recommendation system demonstrates how algorithmic manipulation can influence
Y g p

32 Digital Frontier Foundation, Meta’s Account Center and the End of Digital Autonomy (2024),
https://www.eff.org (last visited June 2024).
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user behaviour at scale. The platform's algorithm analyses user behaviour at the millisecond

level, tracking:

o How long users watch specific videos

When they pause, rewind, or skip content

Their facial expressions while viewing (through front-facing camera data)

The speed of their scrolling

Which comments they read and how long they spend reading them

These data points feed a reinforcement learning model that optimizes for emotional arousal
and addictive engagement, often at the expense of truthfulness or social benefit. As a result,
content that is inflammatory, polarizing, or misleading tends to outperform balanced or factual

content—raising legal questions around algorithmic accountability and platform liability.
Amazon and Predictive Commerce

Amazon’s behavioural modification systems have expanded beyond recommendation engines
into anticipatory logistics. With the implementation of predictive shipping in 2024, the
company began positioning goods in regional warehouses before users finalize purchases—

based on inferred likelihood of buying.

This system, while operationally efficient, is accompanied by manipulative pricing and urgency
cues that reduce deliberation time and exploit cognitive biases, such as the scarcity heuristic.
in effect, users are nudged toward purchases not through informed choice but through

algorithmic orchestration of their attention, timing, and perceived needs.

These data points feed a reinforcement learning model that optimizes for emotional arousal and
addictive engagement, often at the expense of truthfulness or social benefit. As a result, content
that is inflammatory, polarizing, or misleading tends to outperform balanced or factual

content—raising legal questions around algorithmic accountability and platform liability.

33 Lina Khan & Guy Rolnik, Amazon's Anticipatory Shipping and the Manipulation of Choice, 92 U. Chi. L. Rev.
Online 102 (2024).
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6. The Digital Class Divide: Privacy as Privilege
6.1 Economic Stratification of Privacy Protection

In the digital age, privacy has increasingly become a commodity—accessible primarily to those
with the economic means and technical literacy to protect it. The result is a stratified digital
ecosystem, where privacy is no longer a fundamental right equally available to all, but rather a

premium feature reserved for the privileged.
Premium Privacy Services:

The market for privacy-protecting services has grown significantly, but remains accessible

primarily to affluent users:

e Virtual Private Networks (VPNs): While reputable VPNs offer encrypted browsing
and anonymity for $5—15 per month, free versions frequently compromise user data by

monetizing it through third-party advertising*

e Encrypted Communications: Platforms like ProtonMail offer end-to-end encrypted
email services, but full functionality often requires a paid subscription ranging from $4

to $24 monthly™.

e Secure Messaging: Although Signal offers robust privacy features at no cost, effective

usage demands a level of digital literacy many users lack.

e Privacy-Centric Devices: Hardware manufacturers such as Apple promote enhanced
privacy protections, yet these come with higher device costs, making them inaccessible

to lower-income consumers->°.
The Free Service Trap:

Those unable to afford premium tools often rely on ostensibly "free" services that, in fact,

monetize users’ personal data through intrusive surveillance mechanisms. Examples include:

34 See Patrick McGee, VPNs Are Not a Privacy Panacea, FIN. TIMES (Mar. 22, 2024), https://www.ft.com.
35 See Pricing Plans, PROTONMAIL, https://protonmail.com/pricing (last visited July 17, 2025).
36 See Pricing Plans, PROTONMAIL, https://protonmail.com/pricing (last visited July 17, 2025).
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Gmail scans email content for advertising purposes

YouTube tracks viewing habits to build behavioural profiles

Facebook monitors users across the internet through tracking pixels and social plugins

Google Maps records location data even when location history is disabled
6.2 Technical Literacy and Privacy Protection

Effective privacy protection increasingly requires technical knowledge that is not accessible to
the general population. Digital privacy is no longer just a legal or ethical issue—it is a usability
and accessibility issue. The ability to configure effective privacy protections now requires

specialized knowledge that most users lack.
Configuration Complexity: Complex Interface Architecture

Modern privacy settings are often buried in complex menu systems that require technical

expertise to navigate:
e Android phones have over 200 privacy-related settings spread across multiple menus
e Facebook's privacy controls include 45 different settings with multiple sub-options

e Browser privacy settings require understanding of cookies, tracking, and web

technologies
o 108 privacy settings require understanding of app permissions and data sharing
The Privacy Paradox:

Despite widespread concern about digital privacy, user behaviour rarely reflects this anxiety.
Research consistently shows that even when users articulate discomfort with data collection,
they are unlikely to modify their settings or opt out of invasive practices. This discrepancy is

explained by the high cognitive and temporal costs of managing privacy compared to the often
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abstract and deferred nature of the associated harms>’.
6.3 Algorithmic Discrimination and Marginalized Communities

Surveillance capitalism's impacts fall disproportionately on marginalized communities who are
subjected to higher levels of surveillance and more likely to be harmed by algorithmic decision-

making.
Predictive Policing:

Law enforcement agencies have increasingly adopted algorithmic tools such as PredPol and
IBM’s SPSS Crime Analytics, which use historical crime data to forecast future "risk zones*®."

However, these systems often:
o Focusing police attention on minority communities
o Creating feedback loops where increased surveillance leads to more arrests
e Ignoring crimes more likely to be committed by wealthy individuals
o Using proxy variables (like zip code) that correlate with race and income
Financial Discrimination:

Algorithmic credit scoring systems use non-traditional data sources that can perpetuate existing

inequalities:

e Behavioural Data Mining: Variables such as social media activity, purchase patterns,

and app usage are used to infer creditworthiness.

e Location-Based Discrimination: Residents of certain geographic areas are

algorithmically flagged as high-risk based solely on their address.

37 Alessandro Acquisti et al., Privacy and Human Behavior in the Age of Information, 347 SCIENCE 509 (2015).
38 Rashida Richardson et al., Dirty Data, Bad Predictions: How Civil Rights Are at Risk in the Age of Big Data
Policing, 94 N.Y.U. L. REV. 192 (2019).
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Network-Based Evaluation: The behaviour of individuals within one’s digital network
can impact credit decisions—an approach that disproportionately harms communities

already facing structural disadvantage.

7. Comparative Legal Analysis: Three Models of Privacy Regulation

7.1 The European Rights-Based Model

The European Union’s approach to data protection, epitomized by the General Data

Protection Regulation (GDPR), reflects a rights-centric framework that positions privacy as

a fundamental human right rather than a negotiable consumer preference. Enacted in 2018, the

GDPR has set a global benchmark for data governance, emphasizing individual autonomy and

corporate accountability in digital ecosystems.

Core Principles of GDPR:

At the heart of the GDPR lies a set of foundational doctrines intended to constrain
exploitative data practices and empower users with substantive control over their

personal information:

Privacy by design and by default: Data protection must be embedded into the
architecture of digital systems from the outset, and default settings must Favor user

privacy.

Data minimization and purpose limitation: Organizations are permitted to collect
only the data strictly necessary for clearly defined purposes, thereby prohibiting

speculative or expansive data gathering.

User rights: Data subjects are endowed with enforceable rights, including access to
their personal data, correction of inaccuracies, erasure (the "right to be forgotten"), and

data portability.

Enforcement through deterrent penalties: The regulation authorizes significant
financial penalties for non-compliance, reaching up to 4% of a company’s annual global

revenuc.
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Extraterritorial reach: The GDPR applies not only within the EU but also to any
organization processing the data of EU residents, thereby extending its influence

beyond the Union's borders.

Implementation Challenges:

Despite its aspirational design, the GDPR has encountered a number of practical and

conceptual obstacles in its enforcement and application:

Consent fatigue: The proliferation of consent notices has led to user disengagement,
with individuals routinely accepting terms without meaningful understanding—

undermining the principle of informed consent.

Form-over-substance compliance: Many companies have adopted technically
compliant but ethically dubious practices, maintaining expansive data collection

strategies under the guise of transparency.

Regulatory capacity limitations: Data protection authorities, particularly in smaller
EU member states, often lack the institutional resources to engage in proactive

enforcement or conduct thorough audits of major tech firms.

Jurisdictional friction: The cross-border nature of digital commerce complicates
oversight, especially when data flows traverse multiple regulatory regimes, leading to

fragmented enforcement.

Recent Developments (2024):

Recognizing the limitations of the GDPR in addressing systemic platform power and

algorithmic opacity, the European Union has recently expanded its digital regulatory

framework through two new legislative instruments:

o The Digital Services Act (DSA) and the Digital Markets Act (DMA) target structural

issues in the digital economy by imposing new obligations on "gatekeeper" platforms®.

39 11 Regulation (EU) 2022/1925 of the European Parliament and of the Council (DMA), 2022 O.J. (L 265) 1;

Regulation (EU) 2022/2065 of the European Parliament and of the Council (DSA), 2022 O.J. (L 277) 1.

Page: 153



Indian Journal of Law and Legal Research Volume VII Issue IV | ISSN: 2582-8878

These include:

o Mandated publication of algorithmic transparency reports, detailing how

content is ranked, recommended, and moderated.

o Requirements for platforms to offer chronological content feeds, giving users

alternatives to algorithmically curated information.

o Obligations to conduct risk assessments regarding the dissemination of

harmful content and to mitigate systemic risks.

o Enhanced data portability provisions, allowing users to transfer their
information between platforms with minimal friction, thereby fostering

competition and reducing lock-in effects.

The EU model demonstrates an evolving commitment to digital rights, but it also highlights
the tension between normative aspirations and regulatory capacity in an increasingly complex

global data economy.
7.2 The American Sectoral Approach

The United States In contrast to the European rights-based model, the United States has adopted
a sector-specific regulatory framework for data privacy—an approach that governs personal
data differently depending on the industry or context in which it is collected. Rather than
recognizing privacy as a universal right, U.S. law treats it as a contextual matter, resulting in a

mosaic of narrowly focused statutes.
Key Legislative Instruments:

o The Health Insurance Portability and Accountability Act (HIPAA) regulates the use
and disclosure of health information by covered entities such as hospitals and insurance

providers*.

40 Health Insurance Portability and Accountability Act of 1996, Pub. L. No. 104-191, 110 Stat. 1936 (codified as
amended at 42 U.S.C. §§ 1320d to 1320d-9).
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e The Family Educational Rights and Privacy Act (FERPA) governs access to and

disclosure of student education records in federally funded educational institutions.

e The Children’s Online Privacy Protection Act (COPPA) imposes requirements on
online services directed toward children under 13, primarily concerning parental

consent and data usage.

e The California Consumer Privacy Act (CCPA) represents a notable exception,
offering broader protections by granting California residents rights to access, delete,

and opt out of the sale of their personal information.

Limitations of the Sectoral Approach:

Despite covering certain high-risk sectors, this patchwork approach leaves significant
regulatory voids, particularly in areas where personal data is collected outside of narrowly

defined domains:

e The absence of a comprehensive federal data protection law means that large

swathes of consumer data remain unregulated or loosely governed.

o Inconsistencies across state jurisdictions lead to varying standards of protection,
creating confusion for consumers and compliance burdens for businesses operating

nationally.

e Weak enforcement provisions in many sectoral laws limit their deterrent effect, with
agencies like the Federal Trade Commission (FTC) often lacking the authority to levy

meaningful penalties.

e Robust lobbying by technology and advertising industries has historically stymied
federal efforts to enact comprehensive privacy legislation, prioritizing innovation and

commercial interests over individual data rights.

Recent State-Level Developments (2023-2024):

In the absence of federal consensus, individual states have begun enacting their own general-

purpose privacy statutes, introducing a form of regulatory federalism into the U.S. privacy
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landscape. Notable examples include:

The Virginia Consumer Data Protection Act (2023)

The Colorado Privacy Act (2023)

The Connecticut Data Privacy Act (2023)

The Utah Consumer Privacy Act (2024)

While these laws represent progress toward more comprehensive data protection, they diverge
significantly in terms of scope, definitions, consumer rights, and enforcement mechanisms.
This divergence has created a fragmented legal environment, often described as a "compliance

labyrinth," which undermines both consumer clarity and regulatory coherence.

The U.S. model, though responsive in particular domains, continues to struggle with systemic
privacy risks emerging from cross-platform data aggregation, algorithmic processing, and

behavioural profiling—issues that transcend the boundaries of sector-specific governance.

7.3 The Indian Developmental Model

India's data protection regime reflects a complex interplay between the imperatives of
economic development, state sovereignty, and individual privacy. Rather than adopting a
purely rights-based approach as seen in Europe or a commercial sector-specific strategy like
the United States, India’s model can be characterized as developmentalist and security-
oriented, with a cautious recognition of privacy as a fundamental right tempered by state and

technological priorities.

The Digital Personal Data Protection Act, 2023(DPDPA):

The DPDPA represents India’s most comprehensive legislative attempt to regulate the
processing of personal data. The Act was introduced following the Supreme Court’s landmark
judgment in Justice K.S. Puttaswamy v. Union of India (2017), which recognized privacy as a
fundamental right under Article 21 of the Constitution.

Key provisions of the DPDPA include:
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A consent-centric regime, where processing of personal data must be based on “free,

specific, informed, and unambiguous” consent.

Recognition of data principal rights, including the right to access, correct, delete, and

nominate another person to exercise their rights posthumously.

Provisions for data fiduciaries to adopt data minimization and purpose limitation

principles.

Introduction of financial penalties of up to X500 crores for serious contraventions.

Notably, the Act provides extensive exemptions to the state, allowing government
entities to process personal data without consent under broad grounds such as national

security, public order, and provision of welfare services.

Key Implementation Challenges:

While the DPDPA is significant in scope, its operational effectiveness remains uncertain, given

that much of its framework depends on delegated legislation—rules and standards yet to be

prescribed by the Central Government and the Data Protection Board. Several key concerns

have emerged:

The breadth of government exemptions has raised alarm among privacy advocates,

as it risks undermining individual rights and transparency.

The feasibility of implementing meaningful consent mechanisms in a country with

vast digital illiteracy remains questionable.

The enforcement architecture, including the Data Protection Board, is not yet fully

operational, raising questions about procedural safeguards and independence.

There is an ongoing tension between India’s digital innovation agenda (e.g., Digital

India, Aadhaar) and the imperatives of data protection and user autonomy.

The Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules,

2021:
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Complementing the DPDPA, the 2021 IT Rules govern digital intermediaries, particularly
social media platforms and online publishers. Their primary aim is to regulate online speech,

misinformation, and platform accountability.
Major provisions include:

e Mandatory appointment of compliance personnel (Chief Compliance Officer, Nodal
Contact Person, and Resident Grievance Officer) by “significant social media

intermediaries.”

o Traceability requirement, mandating messaging platforms (such as WhatsApp) to
enable identification of the originator of specific messages—a provision that has raised

concerns over encryption and user anonymity.

o Expedited content takedown procedures, requiring platforms to act upon complaints

within 24 hours in some cases.

e Government access to user data, whereby platforms are obligated to provide

information or assistance to law enforcement under certain circumstances.
Balancing Rights, Sovereignty, and Innovation:

India's model seeks to position the state as both a protector and a central actor in the data
economy. While individual rights are formally recognized, they are often subordinate to
collective objectives such as national security, digital governance, and economic development.
Critics argue that the broad state powers and lack of independent oversight risk enabling state
surveillance and undermining user autonomy, particularly for marginalized communities with

limited digital literacy or political influence.
8. Current Trends and Emerging Challenges
8.1 Artificial Intelligence and Automated Decision-Making

The increasing deployment of artificial intelligence (AI) and machine learning (ML)
technologies across various sectors has introduced complex challenges to the protection of

privacy and the preservation of individual autonomy. While Al offers enhanced efficiency and
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predictive accuracy, its use in automated decision-making systems raises serious concerns

regarding fairness, transparency, accountability, and the potential for systemic discrimination.

Algorithmic Profiling:

A.l systems are now deeply embedded in sectors that significantly affect individuals’ lives,
from finance and employment to healthcare and criminal justice. These systems rely on vast
datasets—often sourced from online behaviour, biometrics, geolocation, and social media—to
construct predictive models about individuals. This has led to a form of algorithmic profiling,
where decisions are increasingly based not on explicit human judgment, but on correlations

and patterns inferred by machines. For instance:

e Credit scoring algorithms that use alternative data points such as browsing history,
social media activity, and smartphone usage to assess creditworthiness, especially in

markets where traditional credit histories are absent.

o Automated hiring platforms that analyse candidates’ online presence or facial

expressions during video interviews to determine suitability.

o Healthcare Al used to predict treatment outcomes or prioritize patient care, sometimes

relying on demographic and behavioural variables that may embed existing biases.

e Predictive policing and recidivism risk assessment tools (e.g., COMPAS in the
United States), which utilize past crime data to recommend law enforcement action or

parole decisions, often criticized for perpetuating racial and socio-economic disparities.

The Black Box Problem:

A central issue with Al-driven decision-making is the opacity of algorithmic processes—often
described as the "black box" problem. This term refers to the lack of explainability or
intelligibility of how an Al system arrives at a specific outcome, particularly in complex models

like deep learning neural networks.

This lack of transparency creates multiple legal and ethical challenges:

e Lack of intelligibility: Users and even developers may not fully understand the internal
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logic of decision-making processes.

e Barriers to contestation: Individuals affected by automated decisions often have no

clear mechanism to challenge, appeal, or seek redress for erroneous or biased outcomes.

¢ Regulatory hurdles: Without transparency, it becomes difficult for regulators to assess
whether systems comply with data protection norms, anti-discrimination laws, or

principles of procedural fairness.

e Dilution of accountability: The delegation of decision-making to Al systems may
allow organizations or governments to evade responsibility under the guise of technical

neutrality.

Emerging jurisprudence, especially under the European Union’s General Data Protection
Regulation (GDPR), has attempted to address some of these issues through provisions like the
right to explanation (Recital 71, Article 22 GDPR). However, these rights remain limited in

scope and enforcement, and are not yet mirrored in many non-European jurisdictions.

Ultimately, as Al systems increasingly mediate access to opportunities, services, and rights,
the lack of transparency, contestability, and fairness in automated decision-making
represents a serious threat to democratic accountability and individual dignity. There is a
pressing need for regulatory innovation, algorithmic audit frameworks, and mechanisms

for meaningful human oversight in all high-risk Al applications.
8.2 Biometric Surveillance and Facial Recognition

The deployment of biometric surveillance systems—particularly facial recognition technology
(FRT)—has proliferated across public and private domains, ushering in new modes of
pervasive monitoring. Governments and corporations increasingly rely on FRT in airports,
railway stations, retail outlets, public transport hubs, and even public protests, often without
effective transparency, oversight, or legal safeguards*!. Empirical research has repeatedly

documented significant accuracy disparities, especially among women and racial minorities,

4! Clare Garvie & Jonathan Frankle, Facial-Recognition Software Might Have a Racial Bias Problem, The Atlantic
(June 2016) (reporting error rates across demographics).
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exacerbating systemic bias*2.

Simultaneously, biometric payment and authentication systems—such as fingerprint or facial
scans at payment terminals, voice-recognition for banking, iris scanners for secure access, and
behavioral biometrics—are proliferating in both banking and security sectors*. These systems
present acute privacy risks due to the sensitive, immutable nature of biometric identifiers. Once
compromised, such data cannot be revoked or changed like passwords, raising lifelong security

and identity risks**,
8.3 Internet of Things and Ambient Surveillance

The rise of the Internet of Things (IoT) has transformed ordinary objects into nodes of
surveillance. From smart homes to wearable technologies, these devices continuously collect,

transmit, and analyse user data, often without meaningful consent or awareness.

The proliferation of connected devices has created environments where surveillance is

embedded in everyday objects.
Smart Home Surveillance:

IoT-enabled home devices create a digital ecosystem in which every interaction can be

monitored, recorded, and analysed. Common examples include:

e Voice assistants (e.g., Amazon Alexa, Google Assistant) that are always listening for

wake words but often record and store background conversations

e Smart TVs that track viewing preferences and sometimes record ambient sounds for

marketing purposes

o Connected kitchen and cleaning appliances that collect data on consumption patterns

42 Clare Garvie & Jonathan Frankle, Facial-Recognition Software Might Have a Racial Bias Problem, The Atlantic
(June 2016) (reporting error rates across demographics).

43 Adam Wyatt et al., The Rise of Biometric Authentication: Benefits and Risks 12 (2022) (reporting adoption in
finance and security).

4 Julie E. Cohen, Configuring the Networked Self: Law, Code, and the Play of Everyday Practice 160-61 (Yale
Univ. Press 2012).
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e Home security systems with facial recognition and motion detection, potentially

capturing footage of neighbours, visitors, and children

These systems often transmit data to cloud servers controlled by third-party service providers,
many of whom may engage in secondary data processing for advertising or behavioural
profiling purposes. The legal ambiguity surrounding ownership and control of such data leaves

users vulnerable to privacy violations and surveillance capitalism.

Wearable Device Monitoring:

Wearables such as fitness trackers, smartwatches, and health-monitoring bands collect granular

physiological and behavioural data that go beyond traditional health metrics. These include:

o Heart rate and sleep patterns

Location tracking and movement patterns

Social interactions and communication metadata

Stress levels and emotional states

While marketed as tools for wellness and self-improvement, these devices often feed into
corporate data ecosystems, where user profiles are monetized or integrated into insurance,
employment, or targeted advertising systems. The blurring of health data and consumer data in
this context raises serious ethical and regulatory concerns, particularly around informed

consent, and data sovereignty.
9. Towards a Rights-Based Digital Future
9.1 Privacy by Design and Default

The concept of privacy by design advocates for integrating privacy protections directly into the
architecture of technological systems, rather than treating privacy as an afterthought or opt-in

feature®. This paradigm shifts responsibility away from individuals and places it on system

45 Ann Cavoukian, Privacy by Design: The 7 Foundational Principles (Information and Privacy Commissioner of
Ontario, 2011).
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designers, engineers, and organizations.

Core Principles:

Proactive, not reactive: Anticipate and prevent privacy risks before they arise.

Privacy as the default setting: No action should be required from the user to secure

their privacy.

End-to-end security: Protect data throughout its entire lifecycle, from collection to

deletion.

Full functionality: Enable both privacy and usability—avoid trade-offs.

Visibility and transparency: Ensure that systems are open to inspection and oversight.

Implementation Strategies:

Data minimization: Collect only what is strictly necessary.

Decentralized architecture: Reduce central points of vulnerability or surveillance.

Anonymization and encryption: Secure data at rest and in transit.

User-friendly control interfaces: Allow users to manage their data easily.

Routine Privacy Impact Assessments (PIAs): Institutionalize ongoing risk

evaluations.

9.2 Algorithmic Transparency and Accountability

The growing use of algorithms in public and private decision-making necessitates mechanisms

to ensure these systems are fair, explainable, and subject to oversight. Algorithmic

accountability demands that automated systems respect legal rights, especially where they

affect livelihoods, freedoms, or access to services*.

46 Sandra Wachter, Brent Mittelstadt & Luciano Floridi, Why a Right to Explanation of Automated Decision-
Making Does Not Exist in the General Data Protection Regulation, 7 Int’l Data Priv. L. 76 (2017).
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Proposed Regulatory Requirements:

Algorithmic Impact Assessments (AIAs): Mandatory evaluations prior to deployment

in high-risk contexts.

Right to explanation: Individuals should receive clear, plain-language explanations for

algorithmic decisions that affect them.

Right to human review: Critical decisions made by algorithms should be reviewable

by a human.

Independent auditing: Systems must be subject to third-party evaluations for bias,

accuracy, and compliance.

Public transparency reports: Entities should disclose system performance, including

known risks and biases

Technical Solutions:

Explainable AI (XAI): Systems that can articulate the rationale behind decisions in

human-understandable terms.

Bias detection tools: Software frameworks for identifying and correcting

discriminatory patterns.

Standardized testing protocols: Benchmarking systems for fairness, accuracy, and

robustness.

Open-source code requirements (especially for government systems): Promote

accountability and civic oversight.

9.3 Digital Rights and Democratic Governance

A rights-based digital future requires not only technical and regulatory fixes but also deep

structural reform of how technology is governed. Digital privacy and data protection must be
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embedded within broader democratic institutions and legal cultures®’.
Institutional Reforms:

o Independent data protection authorities (DPAs): With statutory powers, technical

expertise, and adequate funding.

o Democratic participation in policy-making: Inclusion of civil society, marginalized

groups, and the public in shaping digital norms.

o Transparency in state surveillance: Legal mandates for disclosure of scope, scale, and

purpose.

e Judicial oversight: Independent review and approval of intrusive surveillance

operations.

e Cross-border cooperation: Harmonization of standards and enforcement mechanisms

to address global data flows.
Public Empowerment:

o Digital literacy and privacy education: Equip individuals with the knowledge to

navigate digital risks.

e Support for privacy-enhancing technologies: Encourage the use and development of

secure alternatives.

e Public R&D investment: Fund initiatives aimed at building ethical and privacy-

respecting infrastructure.

o Consumer rights enforcement: Strengthen penalties and remedies for data misuse or

exploitation.

o Civil society engagement: Empower watchdog organizations and rights-based NGOs

to participate in tech regulation.

47 Access Now, The State of Internet Shutdowns 2022 (Jan. 2023).
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10. Recommendations and Policy Implications

The fast-evolving digital ecosystem demands a comprehensive and multi-pronged response to
ensure that privacy and data protection are upheld as fundamental rights. The following
recommendations span legal reforms, technological innovations, and educational initiatives

aimed at fostering a secure, rights-respecting digital future.

10.1 Legal and Regulatory Reforms

A. Immediate Legislative and Institutional Actions:

e Enact Comprehensive Privacy Legislation

Develop and enforce a unified, robust privacy law that guarantees the rights of
individuals over their personal data, clearly outlines the obligations of data fiduciaries,

and incorporates strong redressal mechanisms.

o Establish Independent Data Protection Authorities (DPAs)

Set up autonomous regulatory bodies with financial independence, technical expertise,

and enforcement powers to oversee data practices across sectors.

o Mandate Algorithmic Transparency and Accountability

Require companies and public agencies deploying Al systems to disclose how
algorithms function, what data they use, and how decisions are made—especially in

areas affecting rights (e.g., lending, hiring, policing).

o Strengthen Civil and Criminal Penalties for Privacy Violations

Increase deterrence through proportional penalties for unauthorized data processing,
breaches, and misuse—including provisions for corporate liability and individual

redress.

o Introduce Interoperability and Data Sharing Frameworks

Enforce standards that ensure portability and compatibility across digital platforms,
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preventing monopolies and enhancing user choice without compromising privacy.

B. Medium-term Structural Reforms:

o Develop Legal Frameworks for Artificial Intelligence Governance

Draft and enact sector-specific regulations for Al that include ethical standards, risk
classifications, and usage guidelines, especially for high-impact applications such as

healthcare, law enforcement, and employment.

o Ensure Democratic Oversight of Surveillance Technologies

Create legislative frameworks that authorize surveillance only under narrowly defined,

necessary, and proportionate conditions, subject to judicial and parliamentary review.

o Create Statutory Rights to Algorithmic Explanation and Human Review

Guarantee individuals the right to receive understandable explanations of automated

decisions and to contest them through meaningful human intervention.

o Codify Data Portability and Interoperability Standards

Legally entrench users' rights to transfer data between services, promoting competition

and user autonomy while preventing data lock-in.

o Foster International Cooperation on Cross-Border Data Governance

Engage in treaties and frameworks with global partners to ensure cross-border data
flows align with domestic privacy protections, human rights standards, and equitable

digital trade.

10.2 Technical and Design Solutions

A. Investment in Privacy-Preserving Technologies

e Promote R&D in Privacy-Enhancing Technologies (PETs)

Publicly fund and incentivize the development of technologies such as secure
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multiparty computation, federated learning, and PET-integrated platforms for sensitive

domains like finance, health, and education.

e Adopt Advanced Privacy Techniques (Differential Privacy, Homomorphic

Encryption)

Require the integration of mathematically grounded privacy methods to ensure that
individual identities cannot be inferred from data analytics or machine learning

processes.

o Standardize Privacy-Preserving Data Analysis Protocols

Develop national and sectoral standards that guide the ethical and secure use of
aggregated and anonymized data in research, policymaking, and commercial

innovation.

o Foster Open-Source Privacy Tools

Encourage the development and dissemination of free, transparent privacy solutions
(e.g., encrypted messaging, privacy-focused browsers) that can be audited and

improved by the community.

e Build Non-Surveillance-Based Digital Services

Provide regulatory and funding support for services (e.g., search engines, social
networks, health apps) that operate without invasive surveillance or behavioural

advertising models.

B. Design Requirements for User-Centric Privacy:

e Mandate Privacy by Design and Default

Legally require all digital systems—especially those used by the public sector—to

integrate privacy safeguards from the earliest stages of development.

o Ensure Plain Language Privacy Notices and Consent Mechanisms
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Prohibit complex or misleading privacy policies; enforce the use of simple,

understandable terms that allow users to make informed choices.

Enforce Data Minimization and Purpose Limitation

Compel entities to collect only the data strictly necessary for specified purposes and

prohibit repurposing without fresh consent.

Provide Intuitive and Accessible User Controls

Ensure users can easily manage their data settings, request deletion, and opt-out of

tracking without navigating complicated menus or dark patterns.

Require Privacy Impact Assessments (PIAs)

Mandate regular risk assessments for systems that process personal data, particularly
when involving vulnerable populations or sensitive use-cases (e.g., predictive policing,

welfare targeting).

10.3 Educational and Social Initiatives

A. Public Education and Awareness:

Integrate Digital Literacy and Privacy Education into School Curricula

Develop modules that teach children and young adults about digital rights, consent,

misinformation, and online safety as core components of civic education.

Conduct Nationwide Privacy Awareness Campaigns

Launch government-supported campaigns (online, broadcast, print) to inform the
public about data protection rights, consent options, and available grievance

mechanisms.

Train Educators, Public Servants, and Legal Professionals

Offer continuous professional development programs to ensure that all stakeholders—

especially in governance and education—are equipped to uphold privacy norms.
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Develop Outreach for Marginalized and Vulnerable Communities

Create targeted initiatives for elderly citizens, children, persons with disabilities, and
socio-economically disadvantaged groups, ensuring they understand and can exercise

digital rights.

Support Academic and Policy Research in Privacy

Fund interdisciplinary research canters and university programs focused on digital

ethics, privacy law, data justice, and technological innovation.

B. Strengthening Civil Society and Participatory Governance:

Support and Fund Digital Rights Civil Society Organizations (CSOs)

Offer grants, legal support, and institutional partnerships for NGOs engaged in privacy

advocacy, surveillance accountability, and community digital education.

Facilitate Legal Challenges to Unlawful Surveillance and Data Practices

Ensure access to legal aid and class-action mechanisms for citizens seeking remedies

against unlawful data exploitation or surveillance.

Establish Whistleblower Protections in Privacy Violations

Enact strong legal protections for insiders who expose violations of data protection

laws, ensuring confidentiality and protection from retaliation.

Create Public Interest Technology (PIT) Institutions

Promote cross-disciplinary organizations that bridge the gap between civil society,

academia, and technology to design ethical, inclusive digital systems.

Promote Global Cooperation on Digital Rights

Collaborate with international organizations and like-minded nations to promote

universal data protection standards and protect human rights in the digital sphere.
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11. Conclusion

This research has illustrated that the digital age has profoundly redefined the nature of privacy,
shifting it from a fundamental human right into a commodified asset—accessible primarily to
those with the financial means and technical literacy to navigate complex digital
infrastructures*®. The entrenchment of surveillance capitalism, the ubiquity of data collection
mechanisms, and the normalization of behavioural profiling have collectively eroded the

principle of privacy as a universal entitlement.

The illusion of "voluntary surveillance"—in which individuals are said to freely consent to data
collection—rests upon a foundation of manipulative design, opaque consent structures, and
exploitative user interfaces*’. These consent regimes are not grounded in genuine autonomy,
but rather in asymmetrical power dynamics that Favor data-fuelled corporate interests. As this
study has shown, contemporary privacy frameworks cantered on individual consent have failed

to respond to the scale, sophistication, and systemic nature of these digital threats>.

A comparative examination of regulatory regimes across jurisdictions reveals that while
countries like the European Union have taken steps toward a rights-based model of privacy—
most notably through the General Data Protection Regulation (GDPR)—such approaches are
often undermined by weak enforcement, corporate resistance, and strategic regulatory
arbitrage. Other jurisdictions, particularly those with neoliberal policy orientations, have
remained tethered to market-based frameworks that prioritize innovation and economic growth

over human rights and dignity.

This unequal distribution of privacy has created a “digital class divide,” whereby those who
can afford subscription-based, privacy-respecting services gain greater control over their
digital lives, while marginalized communities remain exposed to intrusive surveillance systems
embedded in public services, gig platforms, welfare delivery, and educational technologies.
These dynamics reinforce existing social inequities and create new forms of digital

marginalization, particularly for communities already subject to systemic discrimination®!.
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The way forward must be transformative rather than incremental. It requires reimagining
privacy not as a commodity to be traded, but as a collective social good—integral to
democratic functioning, civic participation, and human dignity>2. Legal reforms alone are
insufficient unless they are paired with deep structural changes in technological design,
governance mechanisms, and cultural attitudes. Solutions such as privacy by design,
algorithmic transparency, and rights-based governance of digital systems are necessary
but must be embedded within broader democratic processes that empower citizens and protect

collective autonomy.

Moreover, the battle for privacy is not just a technical or regulatory struggle—it is a moral and
political one. As the digital environment becomes increasingly integrated with every aspect of
daily life, the failure to address these issues poses a fundamental threat to human agency, self-
determination, and democratic governance. The rise of algorithmic manipulation and
behavioural targeting signals a shift from informed consent to subtle coercion—challenging

the very notion of free will in digital interactions.

This moment demands urgent and comprehensive action. Policymakers must craft bold
legislation; technologists must embed ethical principles at every stage of design; civil society
must demand accountability; and citizens must recognize privacy not as a personal preference,
but as a precondition for freedom. If left unchecked, the digital infrastructure of the 21st

century risks becoming a mechanism not of empowerment, but of domination>?.

The challenge is immense, but so is the opportunity. The digital future is not predetermined—
it is shaped by the legal, technological, and cultural choices made today. To reclaim privacy is
to reaffirm our commitment to human dignity, equality, and liberty in the digital age. The time
for modest reforms has passed. What is needed now is a radical reorientation of our digital
architecture—one that serves the public good, protects individual autonomy, and fortifies the

democratic values upon which free societies rest.
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